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1 Introduction

Hadrons containing a charm quark play an essential role in studies of the strong and
weak interactions. The lightest charmed mesons, D0(+), can decay only through the weak
interaction and their masses place them in the region where perturbative Quantum Chro-
modynamics is not applicable [1]. These facts do not significantly affect the theoretical pre-
diction of leptonic and semileptonic decays but impose difficulties in hadronic decays [2].
Measurements of amplitudes and branching fractions (BFs) of charmed meson hadronic
decays could provide useful information about the underlying decay mechanism and help
to improve theoretical calculations.

The Cabibbo-favored decay D+ → K0
Sπ

+π0π0 has been previously observed by BE-
SIII with a BF of (2.904±0.062stat.±0.087syst.)% [3]. However, the corresponding detector
efficiency was obtained by mixed-signal Monte Carlo (MC) samples, which can now be
improved by using an amplitude model. An amplitude analysis of this four-body decay,
compared to well-measured three-body decays [4–6], can also help us better understand the
more complicated dynamics and substructures in the processes D+ → V V and D+ → AP ,
where V , A, and P denote vector, axial-vector and pseudoscalar mesons, respectively. The
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BF of D+ → K̄∗0ρ+, which is a Cabibbo-favored D+ → V V process, can be measured
more precisely in comparison to the previous MARK III result [7]. An amplitude analysis
can provide inputs for polarization studies to check the reliability of different theoretical
models [8]. Furthermore, measurements of D+ → AP decays are beneficial for our under-
standing of the nature of axial-vector mesons and offer global parameters in calculating
the corresponding BFs [9]. The difference between the production rates of K1(1270) and
K1(1400) can be extracted, which provide key inputs to determine the mixing between
these two mesons [10].

With 2.93 fb−1 of e+e− collision data collected by the BESIII detector at the center-of-
mass energy

√
s = 3.773GeV, we present the first amplitude analysis of the decay D+ →

K0
Sπ

+π0π0 and update the BF based on the corresponding amplitude model. The daughter
particle K0

S is reconstructed by π+π−. Charge-conjugate states are implied throughout
this paper.

2 Detector and data sets

The BESIII detector is a magnetic spectrometer [11, 12] located at the Beijing Electron
Positron Collider (BEPCII) [13], which records symmetric e+e− collisions in the center-of-
mass energy range from 2.0 to 4.95 GeV, with a peak luminosity of 1×1033 cm−2s−1 achieved
at

√
s = 3.77GeV. The cylindrical core of the BESIII detector covers 93% of the full solid

angle and consists of a helium-based multilayer drift chamber (MDC), a plastic scintillator
time-of-flight system (TOF), and a CsI(Tl) electromagnetic calorimeter (EMC), which are
all enclosed in a superconducting solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke with resistive plate counter muon
identifier modules interleaved with steel. The charged-particle momentum resolution at
1.0 GeV/c is 0.5%, and the specific ionization energy loss (dE/dx) resolution is 6% for the
electrons from Bhabha scattering. The EMC measures photon energies with a resolution
of 2.5% (5%) at 1 GeV in the barrel (end-cap) region. The time resolution in the TOF
barrel region is 68 ps, while that in the end-cap region is 110 ps.

Data samples corresponding to a total integrated luminosity of 2.93 fb−1 at
√
s =

3.773GeV are used in this analysis. This energy is slightly higher than the resonance
peak of the ψ(3770), which predominantly decays to D+D− or D0D̄0 pairs without any
additional hadrons, thereby providing an ideal environment for studying D meson decays
with the double-tag (DT) technique [14]. In this method, a single-tag (ST) candidate
requires only one D− to be reconstructed via hadronic decays. In a DT candidate, both
the D+ and D− mesons are reconstructed, with the D+ meson decaying to the signal mode
D+ → K0

Sπ
+π0π0 and the D− meson decaying to one of the ST modes.

Simulated inclusive MC samples are produced with a geant4-based [15] MC simula-
tion package, which includes the geometric description of the BESIII detector [16] and the
detector response, and are used to determine detection efficiencies and to estimate back-
grounds. The simulation models the beam energy spread and initial state radiation (ISR)
in the e+e− annihilations with the generator kkmc [17, 18]. The inclusive MC samples con-
sist of the production of DD̄ pairs, the non-DD̄ decays of the ψ(3770), the ISR production

– 2 –



J
H
E
P
0
9
(
2
0
2
3
)
0
7
7

of the J/ψ and ψ(3686) states, and the continuum processes incorporated in kkmc. All
particle decays are modelled with evtgen [19, 20] using BFs either taken from the Particle
Data Group (PDG) [21], when available, or otherwise estimated with lundcharm [22, 23].
Final state radiation from charged final state particles is incorporated using photos [24].

3 Event selection

The D± candidates are constructed from individual π±, π0, K±, and K0
S mesons with the

following selection criteria, which are the common requirements for both the amplitude
analysis and BF measurement. Further requirements are discussed in section 4.1 and
section 5, respectively.

All charged tracks detected in the MDC must satisfy |cos θ| < 0.93, where θ is defined
as the polar angle with respect to the z-axis, which is the symmetry axis of the MDC.
For charged tracks not originating from K0

S decays, the distance of closest approach to
the interaction point (IP) is required to be less than 10 cm along the z-axis, |Vz|, and less
than 1 cm in the transverse plane, |Vxy|. Particle identification (PID) for charged tracks
combines the measurements of the dE/dx in the MDC and the flight time in the TOF to
form probabilities L(h) (h = K,π) for each hadron (h) hypothesis. The charged kaons
and pions are identified by comparing the likelihoods for the kaon and pion hypotheses,
L(K) > L(π) and L(π) > L(K), respectively.

Each K0
S candidate is reconstructed from two oppositely charged tracks satisfying

|Vz| < 20 cm. The two charged tracks are assigned as π+π− without imposing PID. They
are constrained to originate from a common vertex and are required to have an invariant
mass within |Mπ+π− − mK0

S
| < 12 MeV/c2, where mK0

S
is the known K0 mass [21]. The

decay length of the K0
S candidate is required to be greater than twice its resolution.

Photon candidates are selected using the EMC showers. The deposited energy of each
shower in the barrel region (|cos θ| < 0.80) and in the end-cap region (0.86 < |cos θ| < 0.92)
must be greater than 25 MeV and 50 MeV, respectively. To exclude showers that originate
from charged tracks, the angle subtended by the EMC shower and the position of the closest
charged track at the EMC must be greater than 10 degrees as measured from the interaction
point. The difference between the EMC time and the event start time is required to be
within [0, 700] ns to suppress electronic noise and showers unrelated to the event.

The π0 candidates are reconstructed from photon pairs with invariant masses in the
range [0.115, 0.150] GeV/c2, which corresponds to about three times the standard deviation
of the invariant mass resolution. We require that at least one photon comes from the
barrel region of the EMC to improve the resolution. Furthermore, the π0 candidates are
constrained to the known π0 mass [21] via a kinematic fit to improve their energy and
momentum resolution.

Two variables, the beam-constrained mass MBC and the energy difference ∆E, are
used to identify the D± mesons:

MBC =
√
E2

beam/c
4 − |p⃗D± |2/c2,

∆E = ED± − Ebeam,
(3.1)

– 3 –



J
H
E
P
0
9
(
2
0
2
3
)
0
7
7

where Ebeam is the calibrated beam energy, and p⃗D± and ED± are the total reconstructed
momentum and energy of the D± candidate, respectively. The D± signals will appear as
a peak at the known D± mass [21] in the MBC distribution and as a peak at zero in the
∆E distribution. If multiple DT candidates exist in one event, the candidate with the
minimum quadratic sum of ∆E from the two D± mesons (∆E2

tag +∆E2
sig) is retained.

4 Amplitude analysis

4.1 Further selection criteria

To increase the signal purity for amplitude analysis, only one ST mode D− → K+π−π−

is used due to its high statistics and low background level. We require that ∆E ∈
[−0.025, 0.020] ([−0.040, 0.020])GeV must be satisfied for the tag (signal) side. The fol-
lowing dedicated selection criteria are imposed on the signal candidates and will not be
used in the BF measurement.

A K0
S mass veto, Mπ0π0 /∈ [0.46, 0.52]GeV/c2, is used to suppress the dominant back-

ground from D+ → K0
SK

0
Sπ

+ in which one of the two K0
S mesons decays to π0π0. Another

source of background comes from the process D0 → K0
Sπ

+π−π0 versus D̄0 → K+π−π0,
which can be miscombined to fake the signal process D+ → K0

Sπ
+π0π0 versus D− →

K+π−π− by exchanging the π− from D0 decay and the π0 from D̄0 decay. We reconstruct
this background and calculate the wrong beam-constrained mass MW

BC and the wrong en-
ergy difference ∆EW according to the D0D̄0 decay mode. For multiple miscombined candi-
dates, we use the minimum quadratic sum of ∆EW to select the “best background” event.
Figure 1 shows the MW

BC distribution for this background and the signal process from MC
simulation. The background will form a peak at the known D0 mass [21] while the distri-
bution for signal is flat. Therefore, it is excluded by rejecting events which simultaneously
satisfy 1.862 < MW

BC < 1.870GeV/c2 for both the tag and the signal sides.
We perform a four-constraint kinematic fit to ensure that all events land within the

phase space boundary. The invariant masses of the signal D+ candidate, the K0
S , and

the two π0s are constrained to the corresponding known masses [21]. The updated four-
momenta of the final state particles from the kinematic fit are used to perform the amplitude
analysis. After applying all selection criteria, we perform an unbinned two-dimensional
(2D) maximum likelihood fit (see appendix A) to the distribution M tag

BC versus M sig
BC to

estimate the signal purity, as shown in figure 2. There are 1,458 events remaining in the
signal region for amplitude analysis with a purity of (96.86± 0.46)%.

4.2 Fit method

The amplitude analysis of D+ → K0
Sπ

+π0π0 is performed by an unbinned maximum like-
lihood fit. The likelihood function L is constructed by adding the background probability
density function (PDF) to the signal PDF incoherently. After taking the logarithm, the
combined PDF can be written as

lnL =
Ndata∑

k
ln[ωsigfS(pk

j ) + (1− ωsig)fB(pk
j )], (4.1)
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Figure 1. The MW
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simulation. The left is for signal side, and the right is for tag side. The black and blue lines are
miscombined background and the signal process, respectively. The pairs of red arrows indicate the
related veto region.
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Figure 2. The projections of the 2D fit on M sig
BC (left) versus M tag

BC (right). The black points with
error bars are data. The blue solid and black dashed lines are the total fits and the backgrounds,
respectively. The pairs of red arrows indicate the signal region, [1.862, 1.878]GeV/c2 for the signal
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where k indicates the kth event in the data sample, Ndata is the number of surviving
events, pj denotes the four-momenta of the jth final state particles, fS (fB) is the signal
(background) PDF and ωsig is the signal purity discussed in section 4.1.

The signal PDF is given by

fS(pj) =
ϵ(pj)|M(pj)|2R4(pj)∫
ϵ(pj)|M(pj)|2R4(pj)dpj

, (4.2)

where ϵ(p) is the detection efficiency and R4(p) is the four-body phase space. The total
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amplitude M is treated within the isobar model, which uses the coherent sum of amplitudes
of intermediate processes, given by M(p) = ∑

cnAn(p), where cn = ρne
iϕn and An(p) are

the complex coefficient and the amplitude for the nth intermediate process, respectively.
The magnitude ρn and phase ϕn are free parameters in the fit. We use covariant tensors
to construct amplitudes, which are written as

An(pj) = P 1
nP

2
nSnX

1
nX

2
nX

D+
n , (4.3)

where Sn and X1,2
n (XD+

n ) are the spin factor and the Blatt-Weisskopf barriers for the inter-
mediate resonances (the D+ meson), respectively. The propagators of the two resonances,
which describe the corresponding lineshapes, are indicated by P 1,2

n . Their specific forms
will be introduced in section 4.2.1–4.2.3.

For the amplitude of D− decays, we define the CP conjugate phase space p̄j which is
mapped to pj by the interchange of final state charges and the reversal of three-momenta,
and assume CP conservation in the D± decay. Then we get

MD−(pj) =
∑

n

cnĀn(pj) =
∑

n

cnAn(p̄j). (4.4)

The background PDF is given by

fB(pj) =
B(pj)R4(pj)∫

ϵ(pj)Bϵ(pj)R4(pj)dpj
, (4.5)

where Bϵ(pj) = B(pj)/ϵ(pj) is the efficiency-corrected background shape. The shape of
the background in data is modeled by the background events in the signal region derived
from the inclusive MC samples. The invariant mass distributions of events outside the
signal region show good agreement between data and MC simulation, thus validating the
description from the inclusive MC samples. We have also examined the distributions of the
background events of the inclusive MC samples inside and outside the signal region. Gener-
ally, they are compatible with each other within statistical uncertainties. The background
shape B(p) is modeled using a kernel estimation method [25] implemented in RooFit [26]
to model the distribution of an input dataset as a superposition of Gaussian kernels.

In the numerator of eq. (4.2), the ϵ(pj) and R4(pj) terms are independent of the fitted
variables, so they are regarded as constants in the fit. As a consequence, the log-likelihood
becomes

lnL =
Ndata∑

k

ln
[
ωsig

|M(pj)|2∫
ϵ(pj)|M(pj)|2R4(pj)dpj

+ (1− ωsig)
Bϵ(pj)∫

ϵ(pj)Bϵ(pj)R4(pj)dpj

]
.

(4.6)

The normalization integrals of signal and background are evaluated by MC integration,∫
ϵ(pj)|M(pj)|2R4(pj)dpj ∝ 1

NMC

NMC∑
kMC

|M(pkMC
j )|2

|Mgen(pkMC
j )|2

,

∫
ϵ(pj)Bϵ(pj)R4(pj)dpj ∝ 1

NMC

NMC∑
kMC

Bϵ(pkMC
j )

|Mgen(pkMC
j )|2

,

(4.7)

– 6 –



J
H
E
P
0
9
(
2
0
2
3
)
0
7
7

where kMC is the index of the kth event of the MC sample and NMC is the number of
selected MC events. The Mgen(pj) is the signal PDF used to generate the MC samples in
MC integration.

Tracking, PID, as well as π0 and K0
S reconstruction efficiency differences between data

and MC simulation are corrected by multiplying the weight of the MC events by a factor
γϵ, which is calculated as

γϵ(pj) =
∏
n

ϵn,data(pj)
ϵn,MC(pj)

, (4.8)

where n refers to tracking, PID, π0 reconstruction or K0
S reconstruction, ϵn,data(pj) and

ϵn,MC(pj) are their efficiencies as a function of the momenta of the daughter particles for
data and MC simulation, respectively. The specific values of these efficiencies are obtained
using different control samples, more detailed information will be given as part of the
systematic uncertainty studies for the BF measurement. By weighting each signal MC
event with γϵ, the MC integration is modified to be

∫
ϵ(pj)|M(pj)|2R4(pj)dpj ∝ 1

NMC

NMC∑
kMC

γϵ(pkMC
j )|M(pkMC

j )|2

|Mgen(pkMC
j )|2

. (4.9)

∫
ϵ(pj)Bϵ(pj)R4(pj)dpj ∝ 1

NMC

NMC∑
kMC

γϵ(pkMC
j )Bϵ(pkMC

j )
|Mgen(pkMC

j )|2
. (4.10)

4.2.1 Blatt-Weisskopf barriers

For a decay process a→ b c, the Blatt-Weisskopf barrier factors [27] depend on the angular
momentum L and the momentum q of the final-state particle b or c in the rest system of
a. They are taken as

XL=0(q) = 1,

XL=1(q) =

√
z20 + 1
z2 + 1 ,

XL=2(q) =

√
z40 + 3z20 + 9
z4 + 3z2 + 9 ,

(4.11)

where z = qR and z0 = q0R. The effective radius of barrier R is fixed to be 3.0 (GeV/c)−1

for the intermediate resonances and 5.0 (GeV/c)−1 for the D+ meson. The momentum q

is given by

q =
√

(sa + sb − sc)2
4sa

− sb, (4.12)

where sa, sb, and sc are the invariant mass squared of particles a, b and c, respectively.
The value of q0 is that of q when sa = m2

a, where ma is the mass of particle a.
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Figure 3. The energy-dependent width for the a1(1260)+.

4.2.2 Propagator

The intermediate resonances a1(1260)+, K̄∗0, K1(1270)+ and K̄1(1400)0 are parameterized
with the relativistic Breit-Wigner (RBW) formulas,

P (m) = 1
(m2

0 −m2)− im0Γ(m) ,

Γ(m) = Γ0

(
q

q0

)2L+1 (m0
m

)( XL(q)
XL(q0)

)2
,

(4.13)

where m2 is the invariant mass squared of the daughter particles of the intermediate res-
onances, and m0 and Γ0 are the mass and width of the intermediate resonance, which are
fixed to their known values [21]. The energy-dependent width is denoted by Γ(m).

The a1(1260)+ decays through a quasi-three-body process r → a b c, whose energy-
dependent width is more complicated and has no analytic expression in general. Therefore,
we integrate the transition amplitude squared over the three-body phase space R3 [28]

Γr→a b c(m) = 1
2
√
s

∫
|Ar→a b c|2dR3. (4.14)

The three-body amplitude Ar→a b c can be parameterized similarly to the four-body
amplitude and is obtained from the amplitude analysis of this work. Figure 3 shows the
energy-dependent width for the a1(1260)+ resonance.

The ρ+ meson is parameterized using the Gounaris-Sakurai (GS) line shape [29], which
is given by

PGS(m) =
1 + d Γ0

m0

(m2
0 −m2) + f(m)− im0Γ(m) , (4.15)

where
f(m) = Γ0

m2
0

q30

[
q2(h(m)− h(m0)) + (m2

0 −m2)q20
dh

d(m2)

∣∣∣∣
m2=m2

0

]
(4.16)

and the function h(m) is defined as

h(m) = 2
π

q

m
ln
(
m+ 2q
2mπ

)
, (4.17)
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with
dh

d(m2)

∣∣∣∣
m2=m2

0

= h(m0)[(8q20)−1 − (2m2
0)−1] + (2πm2

0)−1, (4.18)

where mπ is the known mass of the π [21], and the normalization condition at PGS(0) fixes
the parameter d = f(0)

Γ0m0
. It is found to be

d = 3
π

m2
π

q20
ln
(
m0 + 2q0

2mπ

)
+ m0

2πq0
− m2

πm0
πq30

. (4.19)

The f0(980) is parameterized with the Flatté formula [30]:

Pf0(980) =
1

M2
f0(980) −m2 − i(gππρππ(m2) + gKK̄ρKK̄(m2)) , (4.20)

where gππ,KK̄ are the coupling constants to individual final states. The parameters are
fixed to be gππ = (0.165±0.010± 0.015)GeV2/c4, gKK̄ = (4.21±0.25± 0.21)gππ and M =
0.965GeV/c2, as reported in ref. [30]. The Lorentz invariant phase space factors ρππ(s)
and ρKK̄(s) are given by

ρππ = 2
3

√
1−

4m2
π±

m2 + 1
3

√
1−

4m2
π0

m2 ,

ρKK̄ = 1
2

√
1−

4m2
K±

m2 + 1
2

√
1−

4m2
K0

m2 .

(4.21)

The resonance f0(500) is parameterized with the formula given in ref. [31]:

Pf0(500) =
1

m2
0 −m2 − im0Γtot(m) , (4.22)

where Γtot(m) is decomposed into two parts:

Γtot(m) = gππ
ρππ(m)
ρππ(m0)

+ g4π
ρ4π(m)
ρ4π(m0)

(4.23)

and
gππ = (b1 + b2m

2)
(
m2 −m2

π/2
m2

0 −m2
π/2

)
e(m

2
0−m2)/a, (4.24)

where ρππ and ρ4π are the phase space of the π+π− and 4π systems, respectively. They
are approximated by

ρππ =
√(

1− 4m2
π

m2

)
, ρ4π =

√(
1− 16m2

π

m2

)/
(1 + e3.5(2.8−m2)), (4.25)

with the parameters fixed to the values given in ref. [32].
The Kπ S-wave modeled by the LASS parameterization [33] is described by a K∗

0 (1430)
Breit-Wigner together with an effective range non-resonant component with a phase shift.
It is given by

A(m) = F sin δF e
iδF +R sin δRe

iδRei2δF , (4.26)
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M (GeV/c2) 1.441 ± 0.002
Γ (GeV) 0.193 ± 0.004
F 0.96 ± 0.07
ϕF (◦) 0.1 ± 0.3
R 1 (fixed)
ϕR (◦) −109.7± 2.6

a (GeV/c)−1 0.113 ± 0.006

r (GeV/c)−1 −33.8± 1.8

Table 1. The Kπ S-wave parameters, obtained from the amplitude analysis of D0 → K0
Sπ

+π− by
the BaBar and Belle experiments [34]. Uncertainties are statistical only.

with
δF = ϕF + cot−1

[ 1
aq

+ rq

2

]
,

δR = ϕR + tan−1
[
MΓ(mKπ)
M2 −m2

Kπ

]
,

(4.27)

where the parameters F (ϕF ) and R(ϕR) are the magnitudes (phases) for non-resonant state
and resonance terms, respectively. The parameters a and r are the scattering length and
effective interaction length, respectively. We fix these parameters (M,Γ, F, ϕF , R, ϕR, a, r)
to the results obtained from the amplitude analysis to a sample of D0 → K0

Sπ
+π− by the

BaBar and Belle experiments [34]; these parameters are summarised in table 1.

4.2.3 Spin factors

Due to the limited size of phase space, we only consider states with angular momenta below
three. For a two-body decay, a → bc, we use the notation pa, pb and pc as the momenta
of particles a, b and c, respectively, and let ra = pb − pc be the break-up four-momentum.
The spin projection operators are defined as

P 0(a) = 1, (S wave),

P (1)
µν (a) = −gµν + paµpaν

p2a
, (P wave),

P (2)
µ1µ2ν1ν2(a) =

1
2(P

(1)
µ1ν1P

(1)
µ2ν2 + P (1)

µ1ν2P
(1)
µ2ν1)−

1
3P

(1)
µ1µ2P

(1)
ν1ν2 , (D wave).

(4.28)

The covariant tensors are given by

t̃(0)(a) = 1, (S wave),
t̃(1)µ (a) = −P (1)

µν (a)rν
a , (P wave),

t̃(2)µν (a) = P (2)
µµ1νν1(a)r

µ1
a rν1

a , (D wave).
(4.29)

The spin factors S(p) used in this work are constructed from the spin projection operators
and pure orbital angular-momentum covariant tensors and are listed in table 2.
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Decay chain S(p)

D+[S] → V1V2 t̃(1)µ(V1)t̃(1)µ (V2)

D+[P ] → V1V2 ϵµνλσp
µ(D+) T̃ (1)ν(D+)t̃(1)λ(V1) t̃(1)σ(V2)

D+[D] → V1V2 T̃ (2)µν(D+)t̃(1)µ (V1)t̃(1)ν (V2)

D+ → AP1, A[S] → V P2 T̃ (1)µ(D+) P (1)
µν (A) t̃(1)ν(V )

D+ → AP1, A[D] → V P2 T̃ (1)µ(D+) t̃(2)µν (A) t̃(1)ν(V )

D+ → AP1, A→ SP2 T̃ (1)µ(D+)t̃(1)µ (A)

D+ → V S T̃ (1)µ(D+)t̃(1)µ (V )

D+ → V1P1, V1 → V2P2 ϵµνλσp
µ
V 1r

ν
V 1p

λ
P1r

σ
V 2

D+ → PP1, P → V P2 pµ(P2)t̃(1)µ (V )

D+ → TS T̃ (2)µν(D+)t̃(2)µν (T )

Table 2. The spin factor S(p) for each decay chain. All operators, i.e. t̃ and T̃ , have the same
definitions as in ref. [35]. Scalar, pseudo-scalar, vector, axial-vector and tensor states are denoted
by S, P , V , A and T , respectively. The [S], [P ] and [D] denote the orbital angular-momentum
quantum numbers L = 0, 1 and 2, respectively.

4.3 Fit results

With the method described in section 4.2, we perform the fit in steps, by adding inter-
mediate processes one by one. Based on previous analyses [36, 37], the process D+ →
K0

Sa1(1260)+[S](→ ρ+π0) is expected to have the largest fitting fraction (FF). Hence its
magnitude and phase are fixed to 1.0 and 0.0 as reference, respectively, while those of other
processes are floating. The ωsig value in eq. (4.6) is fixed to the purity given in section 4.1.

Since K̄∗0 and ρ+ peaks are clearly observed in the corresponding invariant mass spec-
tra, we try to add D+ → K̄∗0ρ+ first, as well as a few processes including these two mesons.
Then we test other possible intermediate resonances, including K̄1(1400)0, K1(1270)+,
f0(500), f0(980), (K+π−)S-wave, etc. Finally, amplitudes for D+ → K0

Sa1(1260)+[S](→
ρ+π0), D+ → K0

Sa1(1260)+(→ f0(500)π+), D+ → K̄1(1400)0(→ K̄∗0π0)π+, D+ →
K̄∗0ρ+, D+ → K̄∗0(π+π0)V , and D+ → K0

S(ρ+π0)P , which have statistical significance
greater than 5 standard deviations, are retained in the nominal fit. The statistical signifi-
cance of each process is determined from the changes in log-likelihood and the numbers of
degrees of freedom when the fits are performed with and without the process included.

Generator-level MC events without detector acceptance and resolution effects are used
to calculate the FFs for individual amplitudes. The FF for the nth amplitude is defined as

FFn =
∑Ngen |cnAn|2∑Ngen |M|2

, (4.30)
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Amplitude Phase ϕn (rad) FF (%) Significance (σ)

D+ → K0
Sa1(1260)+[S](→ ρ+π0) 0.0 (fixed) 30.0 ± 3.6 ± 4.2 >10

D+ → K0
Sa1(1260)+(→ f0(500)π+) 4.78 ± 0.22 ± 0.20 3.5 ± 1.1 ± 1.9 6.9

D+ → K̄1(1400)0[S](→ K̄∗0π0)π+ −3.01 ± 0.12 ± 0.16 6.0 ± 1.2 ± 0.3 9.6

D+ → K̄1(1400)0[D](→ K̄∗0π0)π+ 4.29 ± 0.16 ± 0.20 2.4 ± 0.6 ± 0.2 6.7

D+ → K̄1(1400)0(→ K̄∗0π0)π+ — 8.0 ± 1.2 ± 0.4 —

D+[S] → K̄∗0ρ+ −3.33 ± 0.10 ± 0.17 31.8 ± 2.7 ± 1.3 >10

D+[P ] → K̄∗0ρ+ −1.68 ± 0.17 ± 0.16 1.7 ± 0.6 ± 0.1 5.0

D+ → K̄∗0ρ+ — 33.6 ± 2.7 ± 1.4 —

D+[S] → K̄∗0(π+π0)V −5.60 ± 0.13 ± 0.16 9.1 ± 2.0 ± 1.0 9.4

D+ → K0
S(ρ+π0)P 0.76 ± 0.11 ± 0.24 16.5 ± 1.6 ± 0.3 >10

Table 3. The phases, FFs and statistical significances for various amplitudes in the nominal fit.
Groups of related amplitudes are separated by horizontal lines. The last row of each group gives the
total fitting fractions of the above components with interference considered. The first and second
uncertainties of the phases and FFs are statistical and systematic, respectively. The K̄∗0 resonance
decays to K0

Sπ
0. The ρ+ resonance decays to π+π0. The f0(500) resonance decays to π0π0. The

total FF is 100.39%.

where Ngen is the number of phase space MC events at the generator level. The sum
of these FFs is generally not unity due to net constructive or destructive interference.
Interference (IN) between the nth and n′th amplitudes is defined as

INnn′ =
∑Ngen 2Re[cnc

∗
n′AnA∗

n′ ]∑Ngen |M|2
. (4.31)

The statistical uncertainties of the FFs are obtained by randomly perturbing the fit param-
eters according to their uncertainties and the covariance matrix and re-evaluating FFs. A
Gaussian function is used to fit the resulting distribution for each FF and the fitted width
is taken as its statistical uncertainty.

According to the fit result, the phases, FFs and statistical significances for various
amplitudes are listed in table 3. The interference between processes is listed in table 8 of
appendix C. The statistical significances for the processes tested but not included in the
nominal fit are listed in appendix B. The mass projections of the nominal fit are shown
in figure 4.

4.4 Systematic uncertainties for the amplitude analysis

The systematic uncertainties for the amplitude analysis are summarized in table 4, and are
described below. The square roots of the quadratic sums of each uncertainty are considered
as the total uncertainties.

i Fixed parameters in the amplitudes. The masses and widths of K̄∗0, ρ+, a1(1260)+
and K̄1(1400)0 are varied by their uncertainties [21]. The uncertainties of the line-
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Figure 4. Projections of the nominal fit onto invariant mass distributions. The data sample is
represented by points with error bars, the fit results by the solid blue lines, and the background
by the solid black lines. Colored curves show the components of the fit model. The two π0 are
sorted according to the magnitude of their momentum. The labels π0

1,2 mean that two distributions
involving a single π0 have been combined.
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shape for the f0(500) are estimated by replacing the propagator with the RBW
formula, in which the mass and width for the f0(500) are fixed at 526 MeV/c2 and
534 MeV, respectively [32]. Since varying the propagator results in different normal-
ization factors, only the effect on all FFs is considered. The changes of the phases ϕ
and FFs are assigned as the associated systematic uncertainties.

ii R values. The estimation of the systematic uncertainty associated with the R param-
eters in the Blatt-Weisskopf factors is performed by repeating the fit procedure after
varying the effective radius of the intermediate states and D+ meson by ±1GeV−1.

iii Fit bias. An ensemble of 600 signal MC samples is generated according to the result of
the amplitude analysis. The pull distributions, supposed to be normal distributions,
are used to validate the fit performance and are fitted with a Gaussian function. The
fitted mean values for FFs of D+ → K̄1(1400)0[S](→ K̄∗0π0)π+ deviate upward from
zero by more than three standard deviations. No significant deviations are observed
for other terms. We correct all FFs and phases by the fitted mean values, and assign
the uncertainties of the fitted mean values as the systematic uncertainties.

iv Background estimation. The uncertainty from the size of the background is studied
by varying the signal fraction (equivalent to the fraction of background), i.e. ωsig in
eq. (4.1), within its corresponding statistical uncertainty. Another source of uncer-
tainty is the simulation of the background shape. We extract the shape with other
input variables and change the fraction of different background components in MC
simulation.

v Experimental effects. The systematic uncertainty from the γϵ factor in eq. (4.9),
which corrects for data-MC differences in tracking, PID as well as π0 and K0

S re-
construction efficiencies, is evaluated by performing the fit after varying the weights
according to their uncertainties.

5 BF measurement

The BF measurement is based on the following equations:

NST
tag = 2ND+D−Btagϵ

ST
tag, (5.1)

NDT
tag,sig = 2ND+D−BtagBsigϵ

DT
tag,sig , (5.2)

where ND+D− is the total number of D+D− pairs produced in the initial e+e− collisions;
NST

tag is the ST yield for a specific tag mode; NDT
tag,sig is the DT yield; Btag and Bsig are the

BFs of the tag and the signal modes, respectively; ϵSTtag is the ST efficiency to reconstruct
the tag mode; ϵDT

tag,sig is the DT efficiency to reconstruct both the tag and the signal decay
modes. The total DT yield is calculated as

NDT
total =

∑
α

NDT
α,sig = Bsig

∑
α

2ND+D−Bαϵ
DT
α,sig, (5.3)
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Amplitude Source
i ii iii iv v Total

D+ → K0
Sa1(1260)+[S](→ ρ+π0) FF 1.19 0.40 0.04 0.34 0.04 1.30

D+ → K0
Sa1(1260)+(→ f0(500)π+)

ϕ 0.91 0.56 0.04 0.10 0.05 1.08
FF 1.69 0.08 0.04 0.56 0.02 1.78

D+ → K̄1(1400)0[S](→ K̄∗0π0)π+ ϕ 1.32 0.16 0.04 0.01 0.05 1.33
FF 0.24 0.07 0.04 0.23 0.01 0.34

D+ → K̄1(1400)0[D](→ K̄∗0π0)π+ ϕ 1.24 0.14 0.04 0.23 0.02 1.27
FF 0.39 0.04 0.04 0.18 0.01 0.43

D+ → K̄1(1400)0(→ K̄∗0π0)π+ FF 0.33 0.10 0.04 0.29 0.01 0.45

D+[S] → K̄∗0ρ+
ϕ 1.67 0.17 0.04 0.02 0.06 1.68

FF 0.50 0.32 0.04 0.03 0.02 0.60

D+[P ] → K̄∗0ρ+
ϕ 0.94 0.09 0.04 0.07 0.01 0.95

FF 0.16 0.04 0.04 0.14 0.00 0.22
D+ → K̄∗0ρ+ FF 0.52 0.32 0.04 0.00 0.02 0.61

D+[S] → K̄∗0(π+π0)V
ϕ 1.20 0.06 0.04 0.03 0.05 1.20

FF 0.51 0.22 0.04 0.11 0.02 0.57

D+ → K0
S(ρ+π0)P

ϕ 2.20 0.58 0.05 0.38 0.10 2.31
FF 0.17 0.32 0.04 0.02 0.02 0.37

Table 4. Systematic uncertainties on the ϕ and FF for each amplitude in units of the corresponding
statistical uncertainty. The sources are: (i) fixed parameters in the amplitudes, (ii) R values, (iii)
fit bias, (iv) background estimation, (v) experimental effects.

where α represents different tag modes. By isolating Bsig, we obtain:

Bsig = NDT
total

Bsub
∑

αN
ST
α ϵDT

α,sig/ϵ
ST
α

, (5.4)

where Bsub = BK0
S→π+π−B2

π0→γγ is introduced to take into account the fact that the signal
is reconstructed through these decays. The yields NDT

total and NST
α are obtained from the

data sample, while ϵSTα and ϵDT
α,sig can be obtained from the inclusive and signal MC samples

in which D+ → K0
Sπ

+π0π0 events are generated according to the result of the amplitude
analysis, respectively.

Six tag modes used in the BF measurement and their energy difference requirements
are listed in table 5. For multiple ST candidates, the one with minimum |∆E| is chosen.
The ST yields (NST

tag) and efficiencies (ϵSTtag) for each tag mode, also listed in table 5, are
obtained by fitting the corresponding M tag

BC distributions individually. In the fit, the signal
is modeled by a MC-simulated shape convolved with a Gaussian function which describes
the resolution difference between data and MC simulation. The background is described
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Tag mode ∆E (MeV) NST
tag ϵSTtag (%) ϵDT

tag,sig (%) ϵsig (%)

D− → K+π−π− (−25, 25) 821313 ± 974 52.65 ± 0.02 6.46 ± 0.01 12.27 ± 0.02

D− → K+π−π−π0 (−55, 40) 285779 ± 855 29.37 ± 0.03 2.99 ± 0.01 10.19 ± 0.03

D− → K0
Sπ

− (−25, 25) 101444 ± 339 55.38 ± 0.07 6.71 ± 0.03 12.12 ± 0.05

D− → K0
Sπ

−π0 (−55, 40) 249765 ± 766 30.72 ± 0.03 3.25 ± 0.01 10.58 ± 0.03

D− → K0
Sπ

−π−π+ (−25, 25) 119226 ± 493 30.02 ± 0.04 3.46 ± 0.01 11.53 ± 0.04

D− → K+K−π− (−25, 25) 70825 ± 337 42.75 ± 0.07 5.18 ± 0.02 12.11 ± 0.06

Table 5. The ∆E requirements, ST yields (NST
tag), ST efficiencies (ϵST

tag), DT efficiencies (ϵDT
tag,sig)

and signal efficiencies (ϵsig = ϵDT
tag,sig/ϵ

ST
tag) for six tag modes. The uncertainties are statistical only.

by the ARGUS [38] function whose parameters are left floating except for the endpoint,
which is fixed at 1.8865 GeV. Figure 5 shows the fit results.

Once a tag mode is identified, we search for the signal decay D+ → K0
Sπ

+π0π0 on
the recoiling side using the condition ∆Esig ∈ [−0.063, 0.034]GeV. An unbinned 2D maxi-
mum likelihood fit is used to get the DT yield. In addition to the signal and background
PDFs in appendix A, one additional PDF based on a MC simulated shape is employed
to describe the peaking background from D+ → K0

SK
0
Sπ

+. The corresponding yield is
fixed to the estimation from the MC simulation. In order to estimate the combinato-
rial π+π− backgrounds from K0

S reconstruction, we define the K0
S sideband region by

20 < |Mπ+π− − MK0
s
| < 44MeV/c2 and perform the 2D fit in the K0

S signal and the
sideband region, respectively. By subtracting the sideband contribution, the DT yield is
calculated by

NDT
total = NDT

K0
S ,sig −

1
2N

DT
K0

S ,side, (5.5)

where NDT
K0

S ,sig and NDT
K0

S ,side denote the fitted yields in the K0
S signal and sideband regions,

which are 3812± 74 and 266± 23, respectively. This relation has been verified by a large
MC sample. Finally, the DT yield is obtained to be 3679±75 and the fit results are shown
in figure 6. Using a similar method for the signal MC samples, the DT efficiencies for
various tag modes are determined and listed in table 5.

After correcting for the differences in π± tracking, PID and π0 reconstruction efficien-
cies between data and MC simulation, we determine the BF to be B(D+ → K0

Sπ
+π0π0) =

(2.888± 0.058stat. ± 0.069syst.)%.
Most systematic uncertainties related to the efficiency of reconstructing the D± mesons

on the tag side cancel due to the DT method. The following sources are taken into consid-
eration to evaluate the systematic uncertainties in the BF measurement.

• ST yield. The uncertainty of the total yield of the ST D± mesons has previously been
estimated to be 0.5% [39–41], and is mainly due to the fits to the MBC distributions
of ST candidates.
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Figure 5. Fits to the M tag
BC distribution of the ST candidates. The dots with error bars are data,

the solid blue lines are the total fit, the black dashed lines represent the background shape, the red
dashed lines represent the signal shape.

• Tracking and PID efficiencies. The data-MC efficiency ratios for π+ tracking and PID
efficiencies are determined to be 1.001±0.001 and 0.998±0.001 for this decay channel
by studying DT DD̄ hadronic events. After correcting the MC efficiencies to data by
these factors, the statistical uncertainties of the correction parameters are assigned
to be the systematic uncertainties, which are 0.1% for both π+ tracking and PID.
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Figure 6. The projections of the 2D fit of M sig
BC versus M tag

BC for data in the K0
S signal region (a), (b)

and sideband region (c), (d). The black points with error bars are data. The blue solid lines are the
total fits. The red dotted and black dashed lines are the fitted signal and background, respectively.

• K0
S reconstruction. This systematic uncertainty is estimated from the measurements

of J/ψ → K∗(892)∓K± and J/ψ → ϕK0
SK

±π∓ control samples [42] and found to be
1.6% per K0

S .

• π0 reconstruction. The data-MC efficiency ratio for π0 reconstruction is deter-
mined to be 0.994±0.007 by using the DD̄ hadronic decay samples of D0 → K−π+,
K−π+π+π− versus D̄0 → K+π−π0, K0

Sπ
0. After correcting the efficiency by this

factor for each π0, we assign 0.7% as the systematic uncertainty arising from the
reconstruction of each π0.

• MC sample size. The uncertainty of the limited MC sample size is given by
√∑

α

(
fαδϵα

ϵα

)2,
where fα is the tag yield fraction, ϵα is the average DT efficiency of tag mode α and
δϵα is the uncertainty of ϵα. The corresponding uncertainty is determined to be 0.6%.

• Quoted BFs. In this measurement, the BFs of the daughter particles are quoted from
the PDG [21], which are B(π0 → γγ) = (98.82 ± 0.04)% and B(K0

S → π+π−) =
(69.20± 0.05)%. The associated uncertainty is assigned to be 0.1%.
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Source Uncertainty (%)
ST yield 0.5
Tracking efficiency 0.1
PID efficiency 0.1
K0

S reconstruction 1.6

π0 reconstruction 1.4
MC sample size 0.6
Quoted BFs 0.1
Amplitude model 0.6
2D fit 0.5
∆Esig requirement 0.4
Total 2.4

Table 6. Systematic uncertainties in the BF measurement.

• Amplitude model. The uncertainty from the amplitude model is determined by vary-
ing the amplitude model parameters based on their error matrix 600 times. A Gaus-
sian function is used to fit the distribution of 600 DT efficiencies and the fitted width
divided by the mean value is taken as the systematic uncertainty, which is 0.6%.

• 2D fit. The signal and background shapes as well as the estimation of the size of
the peaking background are the possible sources of uncertainty from the 2D fit. We
vary the mean and width of the smeared Gaussian by ±1σ for the signal shape and
the ARGUS end-point by ±0.2 MeV/c2 for the background shape. Considering the
uneven distribution for combinatorial π+π− backgrounds of K0

S reconstruction, we
also vary the 1

2 factor in eq. (5.5) according to its uncertainty from MC simulation.
For the peaking background D+ → K0

SK
0
Sπ

+, whose yield is fixed in the 2D fit, we
vary the quoted BF of this decay by ±1σ. The quadratic sum of the relative BF
changes, 0.5%, is assigned to be the systematic uncertainty for the 2D fit.

• ∆Esig requirement. Considering the possible difference between data and MC simula-
tion, we examine the ∆Esig cut efficiency after smearing a double-Gaussian function
for signal MC sample and we take the change of this efficiency to be the systematic
uncertainty, which is 0.4%.

All the systematic uncertainties are summarized in table 6. Adding them in quadrature
results in a total systematic uncertainty of 2.6% in the BF measurement.

6 Summary

Using an e+e− collision data sample with an integrated luminosity of 2.93 fb−1 collected
by the BESIII detector at

√
s = 3.773GeV, an amplitude analysis of D+ → K0

Sπ
+π0π0

– 19 –
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Intermediate process BF (×10−3)

D+ → K0
Sa1(1260)+[S](→ ρ+π0) 8.66±1.04±1.24

D+ → K0
Sa1(1260)+(→ f0(500)π+) 1.00±0.33±0.55

D+ → K̄1(1400)0[S](→ K̄∗0π0)π+ 1.73±0.34±0.09

D+ → K̄1(1400)0[D](→ K̄∗0π0)π+ 0.68±0.16±0.07

D+ → K̄1(1400)0(→ K̄∗0π0)π+ 2.32±0.36±0.13

D+[S] → K̄∗0ρ+ 9.20±0.80±0.45

D+[P ] → K̄∗0ρ+ 0.49±0.17±0.03

D+ → K̄∗0ρ+ 9.70±0.81±0.47

D+[S] → K̄∗0(π+π0)V 2.63±0.57±0.30

D+ → K0
S(ρ+π0)P 4.75±0.46±0.14

Table 7. The BFs for intermediate processes with the final state D+ → K0
Sπ

+π0π0. The un-
certainties are statistical and systematical respectively. Here, K̄∗0 decays to K0

Sπ
0, ρ+ decays to

π+π0, and f0(500) decays to π0π0.

is performed for the first time. The results for phases and FFs of different intermediate
processes are listed in table 3. With the detection efficiency obtained from a signal MC
sample, which is generated based on our amplitude analysis model, the BF is determined
to be B(D+ → K0

Sπ
+π0π0) = (2.888 ± 0.058stat. ± 0.069syst.)%. It is consistent with the

previous BESIII result (2.904± 0.062stat. ± 0.087syst.)% [3] within 1σ, where the detection
efficiency was simulated using mixed-signal MC samples.

We find D+ → K̄∗0ρ+ and D+ → K0
Sa1(1260)+[S](→ ρ+π0) dominate in D+ →

K0
Sπ

+π0π0 with FFs of (33.6±2.7stat.±1.4syst.)% and (30.0±3.6stat.±4.2syst.)%, respectively,
and obtain the BFs for intermediate processes presented in table 7.

The absolute BF for D+ → K̄∗0ρ+ is determined to be (5.82 ± 0.49stat. ± 0.28syst.)%,
which is consistent with the MARK III result (4.8 ± 1.2stat. ± 1.4syst.)% [7] within 1σ
but much more precise. The measured BF of D+ → K0

Sa1(1260)+[S](→ ρ+π0) is also
consistent with the previous BESIII result [37] within 1.5σ. We also observe an obvious
D+ → K̄1(1400)0(→ K̄∗0π0)π+ signal, but no D+ → K1(1270)+π0, where the significance
is 3.9σ. This phenomenon is consistent with the theoretical prediction [43] and similar to
that in D+ → K0

Sπ
+π+π−, where the FF of D+ → K1(1400)π is about 10 times that of

D+ → K1(1270)π [37]. The specific BFs of D → K1(1270)π and D → K1(1400)π from
amplitude analyses can provide inputs to further investigations of the mixing between these
two axial-vector kaon mesons [10].
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A Two-dimensional fit on M sig
BC versus M tag

BC

The signal yield of DT candidates is determined by fitting to the 2D M tag
BC versus M sig

BC
distribution. Signal events with both the tag side and signal side reconstructed correctly
should concentrate around M sig

BC = M tag
BC = MD+ , where MD+ is the known D+ mass.

Besides signal events, we define three kinds of background. Candidates with correctly re-
constructed D+(or D−) and incorrectly reconstructed D−(or D+) are BKGI, which appear
around the lines M sig

BC or M tag
BC = MD+ . Other candidates appearing around the diagonal

are mainly from the D0D̄0 wrong-combination and the e+e− → qq̄ processes (BKGII).
The rest of the flat backgrounds mainly comes from candidates reconstructed incorrectly
on both sides (BKGIII). Figure 7 shows the distributions of these PDFs. Here we list the
probability density functions for different components in the fit:

• Signal: s(x, y),

• BKGI: b1(x) ·ARGUS(y;m0, c, p) + b2(y) ·ARGUS(x;m0, c, p),

• BKGII: ARGUS
(
(x+ y)/

√
2;m0, c, p

)
· g
(
(x− y)/

√
2
)
,

• BKGIII: ARGUS(x;m0, c, p) ·ARGUS(y;m0, c, p).

The signal shape s(x, y) is described by the 2D MC-simulated shape convolved with a
2D Gaussian. For BKGI, b1,2(x, y) is described by the one-dimensional (1D) MC-simulated
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Figure 7. The 2D M tag
BC versus M sig

BC distributions for data and different PDFs.

shape convoluted with a Gaussian, ARGUS(x, y) is the ARGUS function [38]. The param-
eters of the convoluted Gaussian functions are obtained by a 1D fit to MBC on the signal
and tag side respectively, and are fixed in the 2D fit. For BKGII, it is an ARGUS function
in the diagonal axis multiplied by a Gaussian in the anti-diagonal axis. For BKGIII, it is
an ARGUS function in M sig

BC multiplied by an ARGUS function in M tag
BC . In the fit, the

parameters m0 and p for the ARGUS function are fixed at 1.8865 GeV and 0.5, respectively.

B Other tested intermediate processes

Some other tested amplitudes with significance less than 5σ are listed below. The signifi-
cance is given in brackets. The resonance f0(980) only decays to π0π0.

• Cascade amplitudes

- D+ → K0
Sa1(1260)+[D](→ ρ+π0) (< 1σ)

- D+ → K0
Sa1(1260)+(→ f0(980)π+) (3.5σ)

- D+ → K1(1270)+[S](→ K0
Sρ

+)π0 (1.7σ)
- D+ → K1(1270)+[D](→ K0

Sρ
+)π0 (3.2σ)

- D+ → K1(1270)+(→ K0
Sρ

+)π0 (3.9σ)
- D+ → K(1460)0(→ K̄∗0π0)π+ (3.3σ)
- D+[D] → K̄∗0ρ+ (< 1σ)

• Three-body amplitudes

- D+ → (K0
Sπ

0)S-wavef0(980) (< 1σ)
- D+ → (K̄∗0π+)Pπ

0 (3.1σ)
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- D+ → (K̄∗0π0)Pπ
+ (< 1σ)

- D+ → (K0
Sρ

+)Pπ
0 (< 1σ)

- D+ → K0
S(ρ+π0)A[S] (3.0σ)

- D+ → K0
S(ρ+π0)A[D] (3.6σ)

- D+ → (K̄∗0π0)A[S]π+ (3.0σ)
- D+ → (K̄∗0π0)A[D]π+ (< 1σ)
- D+ → (K0

Sρ
+)A[D]π0 (2.9σ)

- D+ → (K0
Sπ

0)S-waveρ
+ (4.2σ)

- D+ → K̄∗0(π+π0)S (3.2σ)
- D+ → (K̄∗0π0)V π

+ (2.2σ)
- D+ → K0

S(π0ρ+)V (< 1σ)
- D+[S] → (K0

Sπ
0)V ρ

+ (3.5σ)
- D+[P ] → (K0

Sπ
0)V ρ

+ (< 1σ)
- D+[D] → (K0

Sπ
0)V ρ

+ (3.4σ)
- D+[P ] → K̄∗0(π+π0)V (2.2σ)
- D+[D] → K̄∗0(π+π0)V (< 1σ)

• Four-body non-resonance amplitudes

- D+ → (K0
Sπ

0)S-wave(π+π0)S (< 1σ)
- D+ → (K0

Sπ
+)S-wave(π0π0)S (< 1σ)

- D+ → K0
S((π+π0)Sπ

0)A (1.9σ)
- D+ → K0

S((π0π0)Sπ
+)A (1.6σ)

- D+ → ((K0
Sπ

+)S-waveπ
0)Aπ

0 (1.2σ)
- D+ → ((K0

Sπ
0)S-waveπ

+)Aπ
0 (1.8σ)

- D+ → ((K0
Sπ

0)S-waveπ
0)Aπ

+ (< 1σ)
- D+ → (K0

S(π+π0)S)Aπ
0 (2.1σ)

- D+ → (K0
S(π0π0)S)Aπ

+ (< 1σ)
- D+ → (K0

Sπ
0)S-wave(π+π0)V (2.3σ)

- D+ → (K0
Sπ

0)V (π+π0)S (2.2σ)
- D+[S] → (K0

Sπ
0)V (π+π0)V (< 1σ)

- D+[P ] → (K0
Sπ

0)V (π+π0)V (2.4σ)
- D+[D] → (K0

Sπ
0)V (π+π0)V (2.0σ)

- D+ → (K0
Sπ

+)T (π0π0)S (2.4σ)
- D+ → (K0

Sπ
0)T (π+π0)S (3.6σ)

- D+ → (K0
Sπ

+)S(π0π0)T (2.1σ)
- D+ → (K0

Sπ
0)S(π+π0)T (1.9σ)
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C The interference between processes

The interference between processes, calculated by eq. (4.31).

II III IV V VI VII VIII
I 4.88 −1.09 −0.29 15.43 −0.00 −4.39 0.07
II −1.37 0.05 5.95 0.00 −2.41 0.01
III −0.22 −9.81 −0.00 7.28 −0.27
IV 1.01 0.00 −0.17 −0.19
V −0.00 −21.45 9.37
VI 0.00 −0.00
VII −2.98

I D+ → K0
Sa1(1260)+, a1(1260)+[S] → ρ+π0

II D+ → K0
Sa1(1260)+, a1(1260)+ → f0(500)π+

III D+ → K̄1(1400)0π+, K̄1(1400)0[S] → K̄∗0π0

IV D+ → K̄1(1400)0π+, K̄1(1400)0[D] → K̄∗0π0

V D+[S] → K̄∗0ρ+

VI D+[P ] → K̄∗0ρ+

VII D+[S] → K̄∗0(π+π0)V

VIII D+ → K0
S(ρ+π0)P

Table 8. Interference between processes, in unit of %.
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