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Using 567 pb~! of data collected with the BESIII detector at a center-of-mass energy of /s =
4.599 GeV, near the A7 A, threshold, we study the singly Cabibbo-suppressed decays A7 — prtn~

and AT — pKTK™.
we obtain ratios of branching fractions:

BAF—opK YK )

(1.81£0.33:£0.13)%, and —po— et =

By normalizing with respect to the Cabibbo-favored decay AT — pK 7T,
B(Ajﬁpw*w*)
B(AJrﬁpK*‘rr*)

(9.3642.2240.71) x 10~ where the uncertainties are

_ B(AY—pd)
= (6.70 £ 048 £ 0.25)%, Fr=—2=

statistical and systematic, respectively. The absolute branching fractions are also presented. Among

these measurements, the decay AY — prt7~
branching fraction for AT - pKTK

non-¢

PACS numbers: 14.20.Lq, 13.30.Eg, 13.66.Bc, 12.38.Qk

Hadronic decays of charmed baryons provide an ide-is
al laboratory to understand the interplay of the weakiss
and strong interaction in the charm region [1-9], whichis
is complementary to charmed mesons. They also pro-
vide essential input for studying the decays of b- flavored
hadrons involving a A. in the final state [10, 11]. Inij
contrast to the charmed meson decays, which are usu-
ally dominated by factorizable amplitudes, decays of
charmed baryons receive sizable nonfactorizable contri- o
butions from W-exchange diagrams, which are subject to161
color and helicity suppression. The study of nonfactonz— -
able contributions is critical to understand the dynamlcs
of charmed baryons decays. j

Since the first discovery of the ground state charmed
baryon A. in 1979 [12, 13], progress with charmed "
baryons has been relatively slow, due to a scarcity of
experimental data. Recently, based on an ete” anni-
hilation data sample of 567 pb~! [14] at a center-of-
mass (c.m.) energy of /s = 4.599 GeV, the BESIIIwo
Collaboration measured the absolute branching fractionst
(BF) of twelve Cabibbo-favored (CF) A} hadronic de-
cays with a significantly improved precision [15]. Fori
many other CF charmed baryon decay modes and mostis
of the singly Cabibbo-suppressed (SCS) decays, however iz
no precision measurements are available; many of themus

is observed for the first time, and the precision of the
and AT — p¢ is significantly improved.

even have not yet been measured [16]. As a consequence,
we are not able to distinguish between the theoretical
predictions among the different models [3-9].

The SCS decay AT — prta™ proceeds via the exter-
nal W-emission, internal W-emission and W-exchange
processes, while the SCS decay AT — pK ™K~ proceeds
via the internal W-emission and W-exchange diagrams
only. Precisely measuring and comparing their BFs may
help to reveal the A. internal dynamics [1]. A measure-
ment of the SCS mode AT — p¢ is of particular interest
because it receives contributions only from the internal
W-emission diagrams, which can reliably be obtained by
a factorization approach [1]. An improved measurement
of the AT — p¢ BF is thus essential to validate theoreti-
cal models and test the application of large- N, factoriza-
tion in the charmed baryon sector [17], where, N, is the
number of colors.

In this Letter7 we describe a search for the SCS decays
AF — prT7~ and present an improved measurement of
the Af - pKTK__ ., and A} — p¢ BFs. The BFs are

non-¢
measured relative to the CF mode A} — pK~7*. Our
analysis is based on the same data sample as that used
in Ref. [15] collected by the BESIII detector. Details on
the features and capabilities of the BESIII detector can
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be found in Ref. [18]. Throughout this Letter, charge-»s
conjugate modes are implicitly included, unless otherwisezss
stated. 235

The GEANT4-based [19] Monte Carlo (MC) simula-2s
tions of ete™ annihilations are used to understand thezr
backgrounds and to estimate detection efficiencies. Thezss
generator KKMC [20] is used to simulate the beam-2m
energy spread and initial-state radiation (ISR) of the2wo
ete™ collisions. The inclusive MC sample includes AT A2

events, charmed meson DE:)) pair production, ISR re-

turns to lower-mass v states, and continuum processes
ete™ — qq (¢ = u,d, s). Decay modes as specified in the
PDG [16] are modeled with EVTGEN [21, 22]. Signal
MC samples of e"e™ — ATA_ are produced in which the
AT decays to the interested final state (pK 7", prtn
or pK*t K ™) together with the A, decaying generically
to all possible final states.

Charged tracks are reconstructed from hits in the MDC
and are required to have polar angles within |cosf| <
0.93. The points of closest approach of the charged tracks
to the interaction point (IP) are required to be within 1
cm in the plane perpendicular to the beam (V}.) and +10
cm along the beam (V). Information from the TOF sys-
tem and dE/dx in the MDC are combined to form PID
confidence levels (C.L.) for the m, K and p hypotheses.
Each track is assigned to the particle type with the high-
est PID C.L.. To avoid backgrounds from beam interac-
tions with residual gas or detector materials (beam pipe
and MDC inner wall), a further requirement V,. < 0.2 cm
is imposed for proton.

AT candidates are reconstructed by considering all
combinations of charged tracks in the final states of in-
terest pK 7T, prta~ and pKTK~. Two variables,
the energy difference AE = E — Fjam and the beam-
constrained mass Mpc = /EZ,, /¢t —p?/c?, are used
to identify the A} candidates. Here, Fpeam is the beam”
energy, and E(p ) is the reconstructed energy (momen— ©
tum) of the A} candidate in the ete™ c.m. system. A™
A} candidate is accepted with Mpc > 2.25GeV/c? and
|AE| < 20 MeV (corresponding to 3 time of resolution).”
For a given signal mode, we accept only one candidate per™”
A, charge per event. If multiple candidates are found, the
one with the smallest |AF)| is selected. The AE s1deband
region, 40 < |AE| < 60 MeV, is defined to 1nvest1gate ”
potential backgrounds e

For the A} — prtn— decay, we reject K2 and A can-
didates by requiring |M +,- PDG| > 15 MeV/c 2255

and |M,,- — MEPC| > 6 MeV/c?, correspondlng to 3257
times of the resolution, where MPDG (MEPCG) is thesss

K2 (A) mass quoted from the PDG [16] and M +,->*
(My,.-) is the 7t7~ (pr~) invariant mass. These re-*®
quirements suppress the peaking backgrounds of the CF**
decays AT — AT and AF — pK?2, which have the samez?
final state as the signal. 263

With the above selection criteria, the Mpc distribu-zes
tions are depicted in Fig. 1 for the decays AT — pK 7" s
and AT — prta~ and in Fig. 2 (a) for the decaysss

242

44

247

250

254

pKTK~

AT — pKTK~. Prominent A} signals are observed.
The inclusive MC samples are used to study potential
backgrounds. For the decays AT — pK~7" and AT —
, no peaking background is evidenced in the Mpc
distributions. While for the decay AF — prtn~, the
peaking backgrounds of 28.2 + 1.6 events from the de-
cays AT — Ant and Al — pKY are expected, where the
uncertainty comes from the measured BFs in Ref. [15].
The cross feed between the decay modes is negligible by
the MC studies.

§lsoof a < b
g @] ¢ ®)
2 3
000
) =)
\‘_-i’ \\-'i/ BZ 0; 05 (DB 12? 12 14
I @ 100
?)5007 g o * ey
i N
P Ta 2ol 208 28 2% OB om ow 228 225 2%
Mec(Gevic?) Mgc(Gevic?)
FIG. 1. (color online). Distributions of Mpc for the de-

cays (a) Al — pK 7" and (b) Al — prTn~. Points with
error bar are data, the blue solid lines show the total fits,
the blue long dashed lines are the combinatorial background
shapes, and the red long dashed histograms are data from the
AF sideband region for comparison. In (b), the green shad-
ed histogram is the peaking background from the CF decays
AL — pK% and AT — Ax™. The insert plot in (b) shows the
777~ invariant mass distribution with additional requirement
|AE| < 8 MeV and 2.2836 < Mpc < 2.2894 GeV/c?, where
the dots with error bar are for the data, the blue solid his-
togram shows the fit curve from PWA, and the green shaded
histogram shows background estimated from the Mpc side-
band region.

To obtain the signal yields of the decays AT — pK 7™
and A — prfm”, a maximum likelihood fit is per-
formed to the corresponding Mpc distributions. The
signal shape is modeled with the MC simulated shape
convoluted with a Gaussian function representing the res-
olution difference and potential mass shift between the
data and MC simulation. The combinatorial background
is modeled by an ARGUS function [23]. In the decay
AT — prtr~, the peaking background is included in the
fit, and is modeled with the MC simulated shape con-
voluted with the same Gaussian function for the signal,
while the magnitude is fixed to the MC prediction. The
fit curves are shown in Fig. 1. The Mpc distribution
for events in the AE sideband region is also shown in
Fig. 1(b) and a good agreement with the fitted back-
ground shape is indicated. The signal yields are summa-
rized in Table I.

For the decay A} — pK T K™, a prominent ¢ signal is
observed in the M+ - distribution, as shown in Fig. 2

(b). To determine the signal yields via ¢ ( blg) and non-¢

(N;gn ‘b) processes, and to better model the background,
we perform a two-dimensional unbinned extended maxi-
mum likelihood fit to the Mpc versus Mg+ - distribu-

tions for events in the AFE signal region and sideband re-
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FIG. 2. (color online). Distributions of Mpc (left) and,s
M+ i~ (right) for data in the AFE signal region (upper) and,,

sideband region (bottom) for the decay Al — pKTK ™. The,
blue solid curves are for the total fit results, the red dash-

dotted curves show the A7 — pp — pK ™K~ signal, the green .
dotted curves show the A+ — 10K+KnoIl » signal, the blue™

long-dashed curves are the background with ¢ production,
and the magenta dashed curves are the non-¢ background.

gion simultaneously. In the Mp¢ distribution, the shapes
of A, signal (via ¢ or non-¢ process) and background, de-
noted as Sz, and By, are modeled similarly to those
in the decay AT — prta~. In the M+ i distribution,
the ¢ shape for the A, process (Al — pp — pKTK ™),
S(]@KK, is modeled with a relativistic Breit-Wigner func-
tion convoluted with a Gaussian function representing
the detector resolution, while that for the A, decay Wlth-
out ¢ (AT — pKTK™), SR;E;?, is represented by the o
MC shape with a uniform distribution in K+ K~ phase,,
space. The shape for the non-A. background including ¢,,,
state, B¢ , has the same parameters as S}@KK

that for the background without @, noi;f, is describedss
by a 3rd-order polynomial function. Detailed MC studiesss
indicate the non-A. background (both with and withouts”
¢ included) have the same shapes and yields in both A E'»s
signal and sideband regions, where the yields are denoteds
as N prg a0 NV "On_‘b, respectively. The Likelihoods for®®

the eventb in AE signal and sideband regions are given®!

y Whﬂe304

in equation (1) and (2), respectively. 312
313
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Nk?l?g ¢BA{BC (MBC) X BII]\;II;K( IZ{+K—

323

)], (1)324

non-g¢
e ( bkg+kag )

Esidc = Nbide'

Nside

<1

+N£§g_¢BMBc (MBC)

NireBatse (Mise) x By (Mjes o)

x Bijer (Mic i), (2)

where the parameter Ngg (Nside) is the total number
of selected candidates in the AE signal (sideband) re-
gion, and M{ and M}, are the values of Mpc and
M+~ for the i-th event. We use the product of PDFs,
since the Mpc and Mg+ - are verified to be uncorre-
lated for each component by MC simulations.

The signal yields are extracted by minimizing the nega-
tive log-likelihood —In £ = (= In Lg) + (— In Lgige). The
fit curves are shown in Fig. 2 and the yields are listed in
Table I. The significance is estimated by comparing the
likelihood values with and without the signal components
included, incorporating with the change of the number of
free parameters, listed in Table I.

TABLE 1. Summary of signal yields in data (Nsigna1), detec-
tion efficiencies (), and the significances. The errors are sta-
tistical only.

Decay modes
AT - pK—nT

Nsignal e(%)  significance
5940 4+ 85 48.0 + 0.1 -

AF = prntr~ 495435 59.7+0.1  16.20
Ay - pKTK ™ (via¢) 4448 402401 960
A} - pKtK ™ (non-¢) 3849 327401 540

In the decays AT — pK 7" and AT — prTr~, the
detection efficiencies are estimated with data-driven MC
samples generated according to the results of a simple
partial wave analysis (PWA) by the covariant helicity
coupling amplitude [24, 25] for the quasi-two body de-
cays. In the decay AT — prT7~, prominent structures
arising from p%(770) and f(980) resonances are observed
in the M+, distribution as shown in the insert plot of
Fig. 1(b), and are included in PWA. Due to the limited
statistics and relatively high background, the PWA does
not allow for a reliable extraction of BFs for intermediate
states; it however does describe the kinematics well and it
is reasonable for the estimation of the detection efficien-
cy. The corresponding uncertainty is taken into account
as a systematic error. For the decays A} — pK K~ via
¢ or non-¢, the detection efficiencies are estimated with
phase space MC samples, where the angular distribution
of the decay ¢ — K™K~ is considered.

We measure the relative BFs of the SCS decays with
respect to that of the CF decay AF — pK~nT, and
the absolute BFs by incorporating B(AF — pK—nT) =
(5.84 +0.27 £ 0.23)% from the most recent BESIII mea-
surement [15]. Several sources of systematic uncertainty,
including tracking and PID efficiencies, the total num-
ber of ATA, pairs in data, cancel when calculating the
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ratio of BFs, due to the similar kinematics between theses
SCS and CF decays. When calculating these uncertain-se
ties, cancellation has been taken into account wheneverswo
possible. an

372

373
TABLE II. The systematic uncertainties (in %) in the relative374
BF measurements. The uncertainty of the reference BF Bmf,B

applies only to the absolute BF measurements. 7

376

Sources AF Sprta AT 5 po AT — pK*K;OH_¢ -

Tracking 1.1 2.6 1.6 378
PID 1.3 1.5 1.9

Vi requirement 0.6 2.5 2.5 370

K9 /A vetoes 0.7 — — 380

AF requirement 0.5 0.7 0.9 381

Fit 2.7 5.8 6.6 382

Cited BR — 1.0 — 53
MC model 1.4 1.0 1.1

MC statistics 0.3 0.4 0.4 8

Total 3.7 7.2 7.6 385

Biet. 6.1 6.1 6.1 386

388

The uncertainties associated with tracking and PID3°
efficiencies for w, K and proton are studied as a func-3®
tion of (transverse) momentum with samples of eTe™ —1
ata~ntr™, KTK-ntr~ and pprtn~ from data taken®
at /s > 4.0 GeV. To extract tracking efficiency for par-
ticle ¢ (i = w, K, or ptoton), we select the corresponding®*
samples by missing particle ¢ with high purity, the ratio®®
to find the track ¢ around the missing direction is the
tracking efficiency. Similarly, we select the control sam-so
ple without PID requirement for particle ¢, and then thess
PID requirement is further implemented. The PID effi-30
ciency is the ratio between the number of candidate withao
and without PID requirement. The differences on theso
efficiency between the data and MC simulation weight-4o
ed by the (transverse) momentum according to data aress
assigned as uncertainties. 404

The uncertainties due to the V,. requirements andaes
K2%/A vetoes (in A} — prt7r~ only) are investigatedaos
by repeating the analysis with alternative requirementsao
(V. < 025 cm, |Myi — M§§G| > 20 MeV/c? and,,

|M,.— — MYPCE| > 8 MeV/c?, respectively). The result-«o
ing differences in the BF are taken as the uncertainties.so
Uncertainties related to the AE resolution are estimat-+1
ed by widening the AE windows from 30 to 40 of theu2
resolution. 13

For the decays AT — pK~nT and AT — prta~, thens
signal yields are determined from fits to the Mpc dis-415
tributions. Alternative fits are carried out by varyings
the fit range, signal shape, background shape and thear
expected number of peaking background. The resultantas
changes in the BFs are taken as uncertainties. In thess
decay AT — pKT K™, the uncertainties associated withazo
the fit are studied by varying the fit ranges, signal anda
background shapes for both the Mpc and M+ - dis-a
tributions and AFE sideband region. 23

The following four aspects are considered for the MCa
simulation model uncertainty. ) The uncertainties relat-ss

ed to the beam energy spread are investigated by chang-
ing its value in simulation by +0.4 MeV, where the nom-
inal values is 1.5 MeV determined by data. The larger
change in the measurement is taken as systematic un-
certainty. b) The uncertainties associated with the input
line shape of ee™ — AFA_ cross section is estimated by
replacing the line shape directly from BESIII data with
that from Ref. [26]. ¢) The A} polar angle distribution in
ete™ rest frame is parameterized with 14 a cos? 6, where
the a value is extracted from data. The uncertainties
due to the AT polar angle distribution is estimated by
changing a value by one standard deviation. d) The de-
cays AT — pK 7" and AT — prtn~ are modeled by a
data-driven method according to PWA results. The cor-
responding uncertainties are estimated by changing the
intermediate states included, changing the parameters of
the intermediate states by one standard deviation quoted
in the PDG [16], and varying the background treatment
in the PWA and the output parameters for the coupling.
Assuming all of the above PWA uncertainties are inde-
pendent, the uncertainty related to MC modelling is the
quadratic sum of all individual values. For the non-¢
decay AF — pK+ K™, phase space MC samples with S-
wave for K™K~ pair is used to estimate the detection ef-
ficiency. An alternative MC sample with P-wave between
KT K~ pair is also used, and the resultant difference in
efficiency is taken as the uncertainty. The uncertainties
due to limited MC statistics in both the measured and
reference modes are taken into account.

Assuming all uncertainties, summarized in Table II,
are independent, the total uncertainties in the relative
BF measurements are obtained by adding the individ-
ual uncertainties in quadrature. For the absolute BF
measurements, the uncertainty due to the reference BF
Biet.(AF — pK~ 1), listed in Table II too, is included.

In summary, based on 567 pb~! of ete~ annihilation
data collected at /s = 4.599 GeV with the BESIII de-
tector, we present the first observation of the SCS de-
cays AT — prT 71, and improved (or comparable) mea-
surements of the AT — p¢ and AT — pKTK_ . BFs
comparing to PDG values [16]. The relative BFs with
respect to the CF decay AT — pK~ 7t are measured.
Taking B(Al — pK~7") = (5.84 + 0.27 4+ 0.23)% from
Ref. [15], we also obtain absolute BFs for the SCS decays.
All the results are summarized in Table III. The results
provide important data to understand the dynamics of
AT decays. They especially help to distinguish predic-
tions from different theoretical models and understand
contributions from factorizable effects [1].
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TABLE III. Summary of relative and absolute BFs, and comparing with the results from PDG [16]. Uncertainties are statistical,
experimental systematic, and reference mode uncertainty, respectively.

Decay modes

Bmode/Bret. (This work)

Biode/Bret. (PDG average)

AT —prtwT
AL = po
A} — pKTK™ (non-¢)

(6.70 £0.48 £ 0.25) x 10~
(1.81 +£0.33 £0.13) x 1072
(9.36 £2.22 £0.71) x 107?

(6.9+3.6) x 107
(1.64 4 0.32) x 1072
(T+£242) x1073

- Bmode (This work)

Bmode (PDG average)

AT —prtT
AS = po

(391 4+0.28 +£0.15+0.24) x 10 °
(1.06 4+ 0.19 + 0.08 + 0.06) x 10~*
Al = pKTK™ (non-¢) (5.47 4 1.30 £0.41 £0.33) x 10™*

(3.5+£2.0) x 1077
(82427 x107*
(3.5+1.7) x 107*
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