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Improved measurements of two-photon widths of the χcJ states and helicity analysis
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Based on 448.1 × 106 ψ(3686) events collected with the BESIII detector, the decays ψ(3686) →

γχcJ , χcJ → γγ (J = 0, 1, 2) are studied. The decay branching fractions of χc0,2 → γγ are measured
to be B(χc0 → γγ) = (1.93 ± 0.08 ± 0.05 ± 0.05) × 10−4 and B(χc2 → γγ) = (3.10 ± 0.09 ± 0.07 ±

0.11) × 10−4, which correspond to two-photon decay widths of Γγγ(χc0) = 2.03 ± 0.08 ± 0.06 ±

0.13 keV and Γγγ(χc2) = 0.60 ± 0.02 ± 0.01 ± 0.04 keV with a ratio of R = Γγγ(χc2)/Γγγ(χc0) =
0.295 ± 0.014 ± 0.007 ± 0.027, where the uncertainties are statistical, systematic and associated
with the uncertainties of B(ψ(3686) → γχc0,2) and the total widths Γ(χc0,2), respectively. For the
forbidden decay of χc1 → γγ, no signal is observed, and an upper limit on the two-photon width is
obtained to be Γγγ(χc1) < 5.3 eV at the 90% confidence level. The ratio of the two-photon widths
between helicity-zero and helicity-two components in the decay χc2 → γγ is also measured to be
f0/2 = Γλ=0

γγ (χc2)/Γ
λ=2
γγ (χc2) = (0.0± 0.6 ± 1.2) × 10−2, where the uncertainties are statistical and

systematic, respectively.

PACS numbers: 14.40.Pq, 12.38.Qk, 13.20.Gd

I. INTRODUCTION

Charmonium physics is at the boundary between per-
turbative and non-perturbative quantum chromodynam-
ics (QCD). Notably, the two-photon decays of P -wave
charmonia are helpful for better understanding the na-
ture of inter-quark forces and decay mechanisms [1, 2].
In particular, the decays of χc0,2 → γγ offer the closest
parallel between quantum electrodynamics (QED) and
QCD, being analogous to the decays of the correspond-
ing triplet states of positronium. To the lowest order, for
charmonium the ratio of the two-photon decay widths is
predicted to be [3]

R(0)
th ≡ Γ(3P2 → γγ)

Γ(3P0 → γγ)
= 4/15 ≈ 0.27. (1)

Any discrepancy from this lowest order prediction can
arise due to QCD radiative corrections or relativistic
corrections. The measurement of R provides useful in-
formation on these effects. Theoretical predictions on
the decay rates are obtained using a non-relativistic ap-
proximation [4, 5], potential model [6], relativistic quark
model [7, 8], non-relativistic QCD factorization frame-
work [9, 10], effective Lagrangian [11], as well as lat-
tice calculations [12]. The predictions for the ratio
R ≡ Γγγ(χc2)/Γγγ(χc0) cover a wide range of values be-
tween 0.09 and 0.36. The decay χc1 → γγ is forbidden by
the Landau-Yang theorem [13]. Precise measurements of
these quantities will guide the development of theory.
The two-photon decay widths of χc0,2 have been mea-

sured by many experiments [14]. Using the decay of
ψ(3686) → γχc0,2, χc0,2 → γγ, both CLEO-c and BESIII
experiments reported results of the two-photon decay
widths Γγγ(χc0,2) [15, 16]. BESIII has now collected the
largest ψ(3686) data sample in e+e− collisions, which
provides a good opportunity to update and improve these
measurements.
Additionally, in the decay χc2 → γγ, there are two in-

dependent helicity amplitudes, i.e., the helicity-two am-
plitude (λ = 2) and the helicity-zero amplitude (λ = 0),
where λ is the difference between the helicity values of the

two photons. The corresponding ratio between the two-
photon partial widths of the two helicity components,
f0/2 = Γλ=0

γγ (χc2)/Γ
λ=2
γγ (χc2), is predicted to be less than

0.5% [5], while the previous experimental results from
BESIII [16] is f0/2 = (0± 2± 2)× 10−2. A more precise
measurement of this ratio can be used to test the QCD
prediction.
In this paper, we perform an analysis of ψ(3686) →

γχcJ , χcJ → γγ (throughout the text, χcJ presents
χc0,1,2 unless otherwise noted). The decay branching
fractions are measured and the corresponding two-photon
decay width Γγγ(χcJ) are extracted. We also determine
the ratio of two-photon decay width (R) between the χc2
and χc0 as well as of the two helicity components in the
χc2 → γγ, f0/2.

II. THE BESIII EXPERIMENT AND DATA SET

This analysis is based on a sample of 448.1 × 106

ψ(3686) events [17] collected with the BESIII detec-
tor [18] operating at the BEPCII collider [19]. In ad-
dition, the off-resonance data sample taken at

√
s =

3.65 GeV, corresponding to an integrated luminosity of
48 pb−1 [20], and the ψ(3770) data sample taken at√
s = 3.773 GeV, corresponding to an integrated lumi-

nosity of 2.93 fb−1 [21], are used to study the continuum
background.

The BESIII detector features a nearly cylindrically
symmetry and covers 93% of the solid angle around
the e+e− interaction point (IP). The components of the
apparatus, ordered by distance from the IP, are a 43-
layer small-cell main drift chamber (MDC), a time-of-
flight (TOF) system based on plastic scintillators with
two layers in the barrel region and one layer in the end-
cap region, a 6240-cell CsI(Tl) crystal electromagnetic
calorimeter (EMC), a superconducting solenoid magnet
providing a 1.0 T magnetic field aligned with the beam
axis, and resistive-plate muon-counter layers interleaved
with steel. The momentum resolution for charged tracks
in the MDC is 0.5% for a transverse momentum of



4

1 GeV/c. The energy resolution in the EMC is 2.5%
in the barrel region and 5.0% in the end-cap region for
1 GeV photons. Particle identification (PID) for charged
tracks combines measurements of the energy loss, dE/dx,
in the MDC and flight time in the TOF and calculates
probabilities prob(h) (h = p, π,K) for each hadron (h)
hypothesis. More details about the BESIII detector are
provided elsewhere [18].
The optimization of event selection criteria and the es-

timation of the physical backgrounds are performed using
Monte Carlo (MC) simulated samples. The GEANT4-
based [22] simulation software BOOST [23] includes the
geometric and material description of the BESIII de-
tectors, the detector response and digitization mod-
els, as well as the tracking of the detector running
conditions and performance. The production of the
ψ(3686) resonance is simulated by the MC event gen-
erator KKMC [24], while its decays are generated by
EVTGEN [25] for known decay modes with branching
ratios being set to the world average values in Particle
Data Group (PDG) [14], and by LUNDCHARM [26] for
the remaining unknown decays. For the simulation of the
continuum process, e+e− → γγ(γ), the Babayaga [27]
QED event generator is used.

III. DATA ANALYSIS

The event selection for the final states follows the same
procedure as described in Ref. [16]. It requires no charged
tracks and three photon candidates, each with E(γ) > 70
MeV and | cos θ| < 0.75, where E(γ) is the energy of the
photon candidate, θ is the angle of the photon with re-
spect to the positron beam direction. This requirement is
used to suppress continuum background, e+e− → γγ(γ),
where the two energetic photons have high probability of
distributing in the forward and backward regions. The
average interaction point of each run is assumed as the
origin for the selected candidates. A four-constraint (4C)
kinematic fit is performed by constraining the total four
momentum to that of the initial e+e− system, and events
with χ2

4C ≤ 80 are retained. The energy spectrum of the
radiative photon, E(γ1), which has the smallest energy
among the three photon candidates, is shown in Fig. 1,
where structures associated with the χc0 and χc2 are
clearly observed over substantial backgrounds.
To determine the signal efficiencies, three signal MC

samples, each with 1.2 million events, are generated by
setting the mass and width of χcJ to the PDG values. For
the radiative transition ψ(3686) → γχc0,1, the angular
distributions of the cascade E1 transitions [28] follow the
formulae in Refs. [29, 30], and a uniform angular distribu-
tion is used to generate the process χc0,1 → γγ. The full
angular distribution used for ψ(3686) → γχc2, χc2 → γγ
is discussed in association with Eq. (4) in Sec. V. The sig-
nal MC is generated with χc2 → γγ in a pure helicity-two
process, because the helicity-zero component is negligi-
ble relative to the helicity-two component as verified in
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FIG. 1. (color online). Upper plot: The fitted E(γ1) spectrum
for the ψ(3686) data sample. The dots with error bar indicate
data, the (black) solid line is the best fit result, and the (red)
dashed line shows the background. The expected positions of
the χc0, χc1, χc2 are indicated by arrows. Lower plot: The
number of the standard deviations (χ) of the data points for
the best fit result.

Sec. V. For the E1 transitions, the phase space is ex-
pected to have an energy dependence of E3

γ , where Eγ is
the energy of the radiative photon in the center-of-mass
system of the parent particle [31].
The energy resolutions of the radiative photon are

σ(E(γ1)) = 5.91 ± 0.05 MeV for χc0 and σ(E(γ1)) =
3.43 ± 0.01 MeV for χc2, determined by the MC simu-
lation. The efficiencies for the χc0 and χc2 are ǫ(χc0) =
(40.88 ± 0.04)% and ǫ(χc2) = (39.85 ± 0.04)%, respec-
tively.
The dominant non-peaking background is from the

continuum process e+e− → γγ(γ). MC simulations show
that the backgrounds from ψ(3686) radiative decays into
η, η′, and 3γ are non-peaking, spread over the full range
of E(γ1), and the overall magnitude is less than 0.2%.
Therefore, these backgrounds do not significantly change
the shape of the dominant continuum background and are
neglected. In addition, we investigate possible sources of
peaking backgrounds by using the inclusive ψ(3686) MC
sample. It is found that the process χc0,2 → π0π0(ηη)
with π0(η) → γγ may produce a peak around the signal
region, where two of the photons are not detected or are
outside of the fiducial volume of the detector. We gener-
ate 100M events of each channel to determine the efficien-
cies of the peaking backgrounds; the expected numbers
of peaking background are calculated by incorporating
the decay branching fraction from Ref. [14] and are sum-
marized in Table I.

IV. MEASUREMENT OF BRANCHING

FRACTIONS AND TWO-PHOTON WIDTHS

An unbinned maximum likelihood (ML) fit is per-
formed to the E(γ1) spectrum as shown in Fig. 1 to ex-
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TABLE. I. Expected number of peaking background events in
the χc0,2 signal regions from MC simulation. The uncertain-
ties are associated with the uncertainty of decay branching
fractions in Ref [14].

Decay Modes nχc0
nχc2

ψ(3686) → γχc0,2, χc0,2 → π0π0 115.8±10.2 27.0±2.5
ψ(3686) → γχc0,2, χc0,2 → ηη 5.3± 0.5 1.0±0.1
Sum 121.1±10.2 28.0±2.5

tract the signal yields. In the fit, the non-peaking back-
ground is described with the function:

fbg = p0 + p1E + p2E
2 + p3E

a, (2)

where p0, p1, p2, p3 and a are free parameters and are
determined in the fit. The reliability of the background
function is validated using the ψ(3770) data sample taken
at

√
s = 3.773 GeV and the off-resonance data sample

taken at
√
s = 3.65 GeV. Figure 2 shows the correspond-

ing E(γ1) spectrum for the ψ(3770) data sample (up-
per plot) and the off-resonance data sample (lower plot),
where the transition to either χc0 or χc2 in ψ(3770) data
sample is expected to be less than 12.9 events [32] and
can be neglected. As shown in Fig. 2, we fit the E(γ1)
distribution of the ψ(3770) data sample with the Eq. (2)
and obtain an excellent agreement between the data and
fit curve. We also plot the E(γ1) distributions of the
ψ(3770) data sample overlaid with the E(γ1) distribu-
tions of the off-resonance data sample, normalized to the
same luminosity, and a good agreement is also obtained.
The shapes of the χc0 and χc2 resonances used in the fit
are modeled with a nearly background-free control sam-
ple ψ(3686) → γχc0,2, χc0,2 → K+K−. The MC studies
indicate that the control sample has similar resolution
on E(γ1) distribution to that of interest. The purity of
the control sample is larger than 99.5%, and the corre-
sponding E(γ1) spectrum is shown in Fig. 3. In the fit,
the shapes of χc0,2 signal are fixed accordingly and the
yields are free parameters.
The resultant signal yields are N(χc0) = 3542.0±139.4

and N(χc2) = 5044.9±138.3, after subtraction the peak-
ing backgrounds listed in Table I. The product of the
branching fractions is determined by:

B(ψ(3686) → γχcJ) · B(χcJ → γγ) =
N(χcJ)

Nψ(3686) · ǫ(χcJ)
,

where Nψ(3686) is the total number of ψ(3686). By incor-
porating the decay branching fraction ψ(3686) → γχcJ
and the total width of χc0,2 from the PDG average values:

B(ψ(3686) → γχc0) = (9.99± 0.27)%,

Γ(χc0) = (10.5± 0.6) MeV,

B(ψ(3686) → γχc2) = (9.11± 0.31)%,

Γ(χc2) = (1.93± 0.11) MeV,

(3)

we further determine χc0,2 two-photon decay branching
fraction B(χc0,2 → γγ), the corresponding partial decay
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FIG. 3. The E(γ) spectrum for the radiative photon in the
samples ψ(3686) → γχc0,2, χc0,2 → K+K−.

width Γγγ(χc0,2), as well as the ratio of the two measured
partial decay width R. All of the above numerical results
are summarized in Table II.

Several systematic uncertainties in the measurement of
the branching fractions are considered, including those
associated with the total number of ψ(3686) events, the
photon detection and reconstruction efficiency, the kine-
matic fit, the fitting procedure and peaking background
subtraction. Most systematic uncertainties are deter-
mined by comparing the behavior between the MC simu-
lation and data for certain very clean and high-statistics
samples.

The number of ψ(3686) events, Nψ(3686), is determined
by analyzing the inclusive hadronic events with the pro-
cedure described in detail in Ref. [17]. The uncertainty
of the total number of ψ(3686) events is 0.7%.

The three photons in the final states include a soft
photon from the radiative transition and two high-
energetic photons from χc0,2 decays. The photon detec-
tion efficiency and its uncertainty for low energy photons
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TABLE. II. Summary of the measurement. The first uncertainty is statistical, second is systematic and third is from
the uncertainties associated with the branching fraction of ψ(3686) → γχc0,2, and the total decay width of χc0,2 quoted
from PDG. The common systematic uncertainties, which are described in Table III, have been canceled in determining
R. Here, B1 ≡ B(ψ(3686) → γχc0,2), B2 ≡ B(χc0,2 → γγ), Γγγ ≡ Γγγ(χc0,2 → γγ), and R ≡ Γγγ(χc2)/Γγγ(χc0).

Quantity χc0 χc2

B1 × B2 (10−5) 1.93 ± 0.08± 0.05 2.83 ± 0.08± 0.06
B2 (10−4) 1.93 ± 0.08± 0.05 ± 0.05 3.10 ± 0.09 ± 0.07± 0.11
Γγγ(keV) 2.03 ± 0.08± 0.06 ± 0.13 0.60 ± 0.02 ± 0.01± 0.04
R 0.295 ± 0.014 ± 0.007 ± 0.027

TABLE. III. Summary of the systematic uncertainties (in %).

Sources χc0 χc2

Number of ψ(3686) 0.7
Photon Detection 1.5
Kinematic Fit 1.0
Neutral Trigger Efficiency 0.1
Fit Procedure 2.0 1.2
Peaking Background 0.3 0.1
Helicity Two Assumption − 0.2
Total 2.8 2.3

are studied using three different methods described in
Ref. [33]. On average, the efficiency difference between
data and MC simulation is less than 1%. The average
momenta of the two high-energy photons are about 1.7
GeV/c. The corresponding systematic uncertainty on
its reconstruction is determined to be 0.25% per photon
as described in Ref. [34], which is estimated based on a
control sample of J/ψ → γη′. The total uncertainty as-
sociated with the reconstruction of the three photons is
1.5%.

To suppress the background, the number of selected
photon candidates is required to be exactly three. An al-
ternative analysis is performed by requiring at least three
photons. Looping over all the three photon combinations
in the 4C kinematic fit, we take the combination with the
minimum χ2 for this fit as the final photon candidates.
We then perform the same procedure to extract the fi-
nal results, and the resultant changes with respect to the
nominal values are found to be very small. Thus the
uncertainty associated with the requirement of exactly
three photons is negligible.

The uncertainty due to the kinematic fit is estimated
using a sample of e+e− → γγ(γ), which has the same
event topology as the signal. We select the sample by
using off-resonance data taken at

√
s = 3.65 GeV to de-

termine the efficiency difference between data and MC
simulation for the requirement of χ2

4C < 80 in the 4C fit,
where the efficiency of the 4C kinematic fit is the ratio
of the number of the events with and without the 4C fit.
The uncertainty due to the kinematic fit is determined
to be 1.0%.

The signal shapes are obtained from e+e− →
γχc0,2, χc0,2 → K+K− events in the data. Considering
the resolutions differ slightly between e+e− →
γχc0,2, χc0,2 → γγ and χc0,2 → K+K−, the uncertainty
due to the signal shape is estimated by the alternative fit
using signal MC shapes instead. The shape of the con-
tinuum background is parameterized using Eq. (2). The
systematic uncertainty due to the choice of parameteri-
zation for the background shape is estimated by varying
the fitting range and the order of the polynomial. The
relative changes on the χc0 and χc2 signal yields, 2.0%
and 1.2%, respectively, are taken as the uncertainties as-
sociated with the fit procedure.

The expected number of peaking background events
from χc0,2 → π0π0(ηη) decays, summarized in Table I,
are subtracted from the fit results. We change the num-
ber of peaking background by one standard deviation
of the uncertainties when recalculating the signal yields.
The resultant changes on signal yields, 0.3% and 0.1% for
χc0 and χc2, respectively, are taken as the uncertainties.

The systematic uncertainty due to the trigger efficiency
in these neutral channels is estimated to be smaller than
0.1%, based on cross-checks using different trigger condi-
tions [35].

While generating MC samples, we assume a pure
helicity-two decay of χc2 → γγ. In a relativistic calcula-
tion, Barnes [5] predicted the helicity-zero component to
be about 0.5%. In Sec. V, the ratio of the two photon
widths for the helicity-zero and helicity-two amplitudes
is measured to be (0.0±0.6±1.2)×10−2. By including a
helicity-zero fraction of 2% in the MC samples, we con-
servatively estimate the uncertainty associated with the
helicity-zero component to be 0.2%

All of the above systematic uncertainties are listed in
Table III. We assume that all systematic uncertainties
are independent and add them in quadrature to obtain
the total systematic uncertainty (except for the ratio R,
where the first four contributions in Table III cancel). For
the calculations of the branching fraction B(χc0,2 → γγ)
and the corresponding two-photon partial decay widths
Γγγ(χc0,2), the uncertainties related with the branching
fractions B(ψ(3686) → γχc0,2) and the full decay widths
Γ(χc0,2) are quoted separately as the second systematic
uncertainty.

By including an additional resonance corresponding to
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χc1 in the fit to the E(γ1) spectrum of Fig. 1 , we ex-
amine the existence of the decay χc1 → γγ, which is
forbidden by the Landau-Yang theorem. The shape of
the χc1 signal is parameterized using a smoothed MC
histogram convolved with a Gaussian function, G(0, σ),
where σ is fixed to the resolution difference between
data and MC simulation of the χc0 → K+K− pro-
cess. The efficiency is (39.80 ± 0.04)%. The systematic
uncertainties are similar to χc0 → γγ, except for the
uncertainties from peaking background subtraction and
from the branching fraction of ψ(3686) → γχc1 quoted
from PDG. The likelihood function is determined as a
function of the branching fraction B(χc1 → γγ). The
corresponding systematic uncertainty in the branching
fraction measurement is incorporated by convolving the
likelihood function with a Gaussian function, where the
width of Gaussian function is the total systematic un-
certainty. Incorporating the decay branching fraction

B(ψ(3686) → γχc1) = (9.55 ± 0.31)% and the total de-
cay width Γ(χc1) = (0.84 ± 0.04) MeV quoted from the
PDG [14], we obtain the upper limit at the 90% confi-
dence level for the branching fraction B(χc1 → γγ) <
6.3 × 10−6 and for the two-photon partial decay width
Γγγ(χc1) < 5.3 eV, which are much more stringent than
those of previous measurements.

V. HELICITY AMPLITUDE ANALYSIS FOR

χc2 → γγ

In the χc2 → γγ decay, the final state is a superposition
of helicity-zero (λ = 0) and helicity-two (λ = 2) compo-
nents, where λ is the difference of helicity between the
two photons. The formulae for the helicity amplitudes
in ψ(3686) → γ1χc2, χc2 → γ2γ3, including high-order
multipole amplitudes, is shown in Eq. (4):

W2(θ1, θ2, φ2) = f0/2

[

3x2 sin2 θ1 sin
2 θ2 +

3

2
y2(1 + cos2 θ1) sin

4 θ2

− 3
√
2

2
xy sin 2θ1 sin

2 θ2 sin 2θ2 cosφ2 +
√
3x sin 2θ1 sin 2θ2(3 cos

2 θ2 − 1) cosφ2

+
√
6y sin2 θ1 sin

2 θ2(3 cos
2 θ2 − 1) cos 2φ2 + (1 + cos2 θ1)(3 cos

2 θ2 − 1)2
]

λ=0

+
[

2x2 sin2 θ1(1 + cos2 θ2) sin
2 θ2 +

1

4
y2(1 + cos2 θ1)(1 + 6 cos2 θ2 + cos4 θ2)

+

√
2

4
xy sin 2θ1 sin

2 θ2(3 + cos2 θ2) cosφ2 −
√
3

2
x sin 2θ1 sin 2θ2 sin

2 θ2 cosφ2

+

√
6

2
y sin2 θ1(1− cos4 θ2) cos 2φ2 +

3

2
(1 + cos2 θ1) sin

4 θ2

]

λ=2
,

(4)

where x = A1/A0, y = A2/A0, and A0,1,2 are the ampli-
tude of χc2 production with helicity 0, 1, 2, respectively.
θ1 is the polar angle of the radiative photon, with respect
to the direction of the positron beam, θ2 and φ2 are the
polar angle and azimuthal angle of one of the photons
in the decay χc2 → γγ in the χc2 rest frame, relative to
the radiative photon direction as polar axis, and φ2 = 0
is defined by the electron beam direction. The quan-
tity f0/2 = |F0|2/|F2|2 is the ratio of partial two-photon
decay widths between the helicity-zero and helicity-two
components, where F0(F2) is the decay amplitude of the
helicity λ = 0(2) component.

An unbinned ML fit to the angular distribution is per-
formed to the candidate of χc2 → γγ to determine x,
y and f0/2. For convenience, we define 12 new factors,
a1, a2, ..., a12, which are:

a1 = 3 sin2 θ1 sin
2 θ2, (5)

a2 =
3

2
(1 + cos2 θ1) sin

4 θ2, (6)

a3 = −3
√
2

2
sin 2θ1 sin

2 θ2 sin 2θ2 cosφ2, (7)

a4 =
√
3 sin 2θ1 sin 2θ2(3 cos

2 θ2 − 1) cosφ2, (8)

a5 =
√
6 sin2 θ1 sin

2 θ2(3 cos
2 θ2 − 1) cos 2φ2, (9)

a6 = (1 + cos2 θ1)(3 cos
2 θ2 − 1)2, (10)

a7 = 2 sin2 θ1(1 + cos2 θ2) sin
2 θ2, (11)

a8 =
1

4
(1 + cos2 θ1)(1 + 6 cos2 θ2 + cos4 θ2), (12)

a9 =

√
2

4
sin 2θ1 sin

2 θ2(3 + cos2 θ2) cosφ2, (13)

a10 = −
√
3

2
sin 2θ1 sin 2θ2 sin

2 θ2 cosφ2, (14)
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a11 =

√
6

2
sin2 θ1(1 − cos4 θ2) cos 2φ2, (15)

a12 =
3

2
(1 + cos2 θ1) sin

4 θ2. (16)

To obtain a normalized decay amplitude by consider-
ing the detection acceptance and efficiency effects, we
calculate the average values of an with the MC sample
of ψ(3686) → γχc2, χc2 → γγ generated with a uniform

distribution in phase space:

ān =

∑N
i=1 an(i)

N
,n = 1, 2, ..., 12, (17)

where N is the number of MC events after applying all
the selection criteria.

The normalized probability density function is written
as:

f(x, y, f0/2) =
W2(θ1, θ2, φ2|x, y, f0/2)

f0/2(ā1x2 + ā2y2 + ā3xy + ā4x+ ā5y + ā6) + ā7x2 + ā8y2 + ā9xy + ā10x+ ā11y + ā12
. (18)

A joint likelihood function is constructed as lnL =
∑n

i=1 ln fi(x, y, f0/2), where the sum runs over all the
events in the signal region, defined as 0.11 < E(γ1) <
0.14 GeV. The background contribution to the likeli-
hood function (lnLb) is evaluated with the events in
the sideband regions, defined as 0.07 < E(γ1) < 0.09
GeV (lower) and 0.16 < E(γ1) < 0.19 GeV (upper)
and normalized according to the numbers of background
events in the signal and sideband regions evaluated with
the fit results to the E(γ1) distribution. We maximize
the function lnLs = lnL− lnLb to extract best values of
x, y and f0/2.
In the nominal fit, the values for x and y are fixed to the

values (x = 1.55 and y = 2.10) obtained in Ref. [36] from
a sample of 13800 ψ(3686) → γχc2, χc2 → K+K−, π+π−

events. The remaining parameter f0/2 is determined to
be:

f0/2 = (0.0± 0.6)× 10−2, (19)

where the uncertainty is statistical only from the fit. The
angular distributions of background-subtracted data and
the fit results are shown in Fig. 4, where the fit curves are
produced from the MC events generated incorporating
the angular distribution (Eq. (4)) with the parameters
x = 1.55, y = 2.10, f0/2 = 0.0. It is found that the
angular distributions are consistent between the data and
the fit curves within the statistical uncertainty.
The goodness of the fit is estimated using the Pearson-

χ2 test. The data and MC simulation are divided into 8
bins with identical size in each dimensional (cos θ1, cos θ2,
φ2) of the three-dimension angular distribution, for a to-
tal of 83 cells. The χ2 is defined as:

χ2 =
∑

i

(nDT
i − nMC

i )2

σ2
nDT

i

, (20)

where nDT
i (σnDT

i

) is the observed number (its statistical

uncertainty) of signal events after background subtrac-
tion in the ith bin from data and nMC

i is the expected
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FIG. 4. Distribution of cos θ1, cos θ2 and φ2 for the decay
ψ(3686) → γχc2, χc2 → γγ, where the dots with error bar in-
dicate background-subtracted data and the histograms show
the fitted results.

number of events predicted from MC simulation accord-
ing to the fit results. If the number of events in a bin is
less than 5, the events are merged with an adjacent bin.
The resultant χ2 of test is χ2/ndf = 1.04, indicates an
reasonable fit quality, where ndf is the number of degrees
of freedom.
An alternative fit to the data with free parameters x

and y is performed to test the reliability of the fit. This
fit returns

x = 1.68±0.11, y = 2.21±0.13, f0/2 = (0.0±0.7)×10−2,

where the uncertainties are statistical only. The values
for x, y are consistent with the more precise results in
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Ref. [36] and that for f0/2 is consistent with our nominal
analysis.
In the measurement of the amplitude ratio between

different helicity components, f0/2, many systematic un-
certainties cancel. Only the effects due to the inconsis-
tency between data and MC simulation dependence on
the polar angle, the uncertainties of the input x and y
parameters, background subtraction and χc0 contamina-
tion are considered.
As discussed above, in the nominal fit, the param-

eters x and y are fixed to the measured values from
Ref. [36], and the ratio f0/2 is determined. We change
the input x and y values by one standard deviation of
their uncertainties and repeat the fit. To estimate the
uncertainty due to background subtraction, we repeat
the fit by varying the sideband regions from (0.07, 0.09)
GeV (lower) and (0.16, 0.19) GeV (upper) to (0.07, 0.10)
GeV and (0.15, 0.19) GeV. The resultant changes on f0/2

with respect to the nominal value in the above two cases
are found to be negligible. From MC simulations, we
find that only 0.044% of the χc0 → γγ events enter the
χc2 → γγ signal region, and thus any related uncertainty
is ignored.
The uncertainty due to the polar-angle dependent in-

consistency between data and MC simulation is esti-
mated using χc0 events. The inconsistency consists of the
discrepancy associated with the energy resolution and de-
tection efficiency for photon, the kinematic fit, the trigger
efficiency, selection efficiency, and the method to subtract
the background. The reliability of this method has been
validated by many analyses [16, 36, 37]. Since the χc0
is pure helicity-zero, the x and y parameters in Eq. (4)
are expected to be zero. For the χc0 → γγ decay, the
helicity value difference between the two photons is also
expected to be zero, which means only the λ = 0 term in
Eq. (4) remains. Accordingly we modify Eq. (4) to:

W0(θ1, θ2, φ2) =
[

3x2 sin2 θ1 sin
2 θ2 +

3

2
y2(1 + cos2 θ1) sin

4 θ2

− 3
√
2

2
xy sin 2θ1 sin

2 θ2 sin 2θ2 cosφ2 +
√
3x sin 2θ1 sin 2θ2(3 cos

2 θ2 − 1) cosφ2

+
√
6y sin2 θ1 sin

2 θ2(3 cos
2 θ2 − 1) cos 2φ2 + (1 + cos2 θ1)

]

λ=0

+ f2/0

[

2x2 sin2 θ1(1 + cos2 θ2) sin
2 θ2 +

1

4
y2(1 + cos2 θ1)(1 + 6 cos2 θ2 + cos4 θ2)

+

√
2

4
xy sin 2θ1 sin

2 θ2(3 + cos2 θ2) cosφ2 −
√
3

2
x sin 2θ1 sin 2θ2 sin

2 θ2 cosφ2

+

√
6

2
y sin2 θ1(1− cos4 θ2) cos 2φ2 +

3

2
(1 + cos2 θ1) sin

4 θ2

]

λ=2
.

(21)

We then fit the events in χc0 signal region with Eq. (21)
by a similar method as applied to the χc2 signal. Non-
zero x, y or f2/0 values indicate the inconsistency be-
tween data and MC simulation. To be conservative,
the sum of any shift from 0 plus its uncertainty will be
taken as the net systematic effect. The fitted result is
f2/0 = 0.000± 0.012 when x and y are fixed to be zero.
Studies with MC samples demonstrate that a system-
atic uncertainty in modeling the θ1, θ2 and φ2 efficiency
produces a shift of approximately the same size for f2/0
in χc0 sample and f0/2 in χc2 sample. Therefore, the
observed shift from f2/0 for the χc0 data can be used
to estimate the corresponding systematic uncertainty in
the χc2 → γγ measurement. Thus we take 0.012 as the
systematic uncertainty.

VI. CONCLUSION

In summary, we present the updated measurements of
the two-photon decays of χc0,2 via the radiative transi-

tion ψ(3686) → γχc0,2 based on a ψ(3686) data sample
of 448.1 × 106 events. We determine B(χc0 → γγ) =
(1.93 ± 0.08 ± 0.05 ± 0.05) × 10−4 and B(χc2 → γγ) =
(3.10 ± 0.09 ± 0.07 ± 0.11) × 10−4, which agree with
the previous measurements [15, 16]. Incorporating the
branching fraction B(ψ(3686) → γχc0,2) and the total
decay widths Γ(χc0,2) quoted from PDG, we also deter-
mine the decay branching fractions and the two-photon
partial decay widths of χc0,2 → γγ, as well as the ra-
tio of two-photons partial decay width between χc2 and
χc0. A comparison between this measurement, the previ-
ous measurements, and the PDG world average values is
summarized in Table IV; our results are the most precise
to date.
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TABLE. IV. The comparison of experimental results for the two-photon partial widths of χc0 and χc2.

Quantity PDG average valuesa CLEO-cb BESIIIb This measurementb

B1 × B2(10
−5)(χc0)

c 2.23 ± 0.14 2.17± 0.32 ± 0.10 2.17 ± 0.17 ± 0.12 1.93± 0.08 ± 0.05
B1 × B2(10

−5)(χc2)
c 2.50 ± 0.15 2.68± 0.28 ± 0.15 2.81 ± 0.17 ± 0.15 2.83± 0.08 ± 0.06

B2(10
−4)(χc0)

c 2.23 ± 0.13 2.31± 0.34 ± 0.15 2.24 ± 0.19 ± 0.15 1.93± 0.08 ± 0.07
B2(10

−4)(χc2)
c 2.74 ± 0.14 3.23± 0.34 ± 0.24 3.21 ± 0.18 ± 0.22 3.10± 0.09 ± 0.13

Γγγ(χc0) keV 2.24 ± 0.19 2.36± 0.35 ± 0.22 2.33 ± 0.20 ± 0.22 2.03± 0.08 ± 0.14
Γγγ(χc2) keV 0.53 ± 0.03 0.66± 0.07 ± 0.06 0.63 ± 0.04 ± 0.06 0.60± 0.02 ± 0.04
R 0.236 ± 0.024 0.28± 0.05 ± 0.04 0.271 ± 0.029 ± 0.030 0.295 ± 0.014 ± 0.028
f0/2(10

−2) ... ... 0± 2± 2 0.0± 0.6 ± 1.2

a The results from the literature have been reevaluated by using the branching fractions and the total width from PDG.
b The first uncertainty is statistical, the second is systematic uncertainty including those from branching fraction
B(ψ(3686) → γχc0,2) and the total decay widths Γ(χc0,2).

c
B1 ≡ B(ψ(3686) → γχc0,2), B2 ≡ B(χc0,2 → γγ), Γγγ(χc0,2) ≡ Γγγ(χc0,2 → γγ), R ≡ Γγγ(χc2)/Γγγ(χc0).

We also search for the decay χc1 → γγ, which is for-
bidden by the Landau-Yang theorem, by examining the
Eγ distribution. We do not find an obvious χc1 → γγ
signal, and an upper limit at the 90% confidence level on
the decay branching fractions and the two-photon par-
tial width are set to be B(χc1 → γγ) < 6.3 × 10−6 and
Γγγ(χc1) < 5.3 eV, respectively.
The ratio of two-photon partial decay widths between

χc2 and χc0 is measured to be R = 0.295 ± 0.014 ±
0.007 ± 0.027. This is larger than the theoretical cal-
culation taking into consideration the first order ra-
diative correction [38], which obtains a reduction from
the nominal 4/15 = 0.267 by a multiplicative factor of
(1 − 5.51αs/π). This may indicate an inadequacy of the
calculation; higher-order radiative correction calculations
are desirable. Alternatively, as noted by Buchmüller [39],
a different scheme or scale of the the renormalization is
necessary to obtain better convergence for the radiative
corrections. Moreover, the precise R values obtained can
help to calibrate the different theoretical potential mod-
els [4–12].
Additionally, we also perform a helicity amplitude

analysis for the decay of ψ(3686) → γχc2, χc2 → γγ.
The ratio of the two-photon partial widths between the
helicity-zero and helicity-two components in the decay of
χc2 → γγ is determined to be f0/2 = (0.0 ± 0.6 ± 1.2)×
10−2, confirming that helicity-zero component is highly
suppressed. This more precise measurement is consistent
with the previous experimental results [16].
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