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Abstract. A online social network consists of individuals or entities which are tied by a certain
type of interdependency such as collaboration, friendship or acquaintance. Due to the wide
usage of internet, many companies actively use this new media in their marketing campaigns.
Given an online social network, a person that influences his/her connections is called an influ-
ential. Since companies have limited budgets for advertising, they have to correctly select the
influentials, which will forward their message to their connections over various online social
networks and hope that a cascade will be triggered so that a maximum number of individuals
are reached. In most of the previous studies the social networks are modeled as stochastic fields
where the cascading process is represented by linear threshold or independent cascade models.
It is shown that determining the top-k influential nodes within the network under this setting is
NP-hard and a greedy based heuristic provides a provable approximation guarantee. Following
these initial efforts many researchers worked on the improvement of the efficiency of the greedy
algorithm without focusing on the solution quality. In this study, the problem of selecting the
best k-influentials in social netrowk is studied from the solution quality perspective and using
a Variable Neighbourhood Serach(VNS) heuristic optimal solutions are sought. Experimental
analysis on certain real-life data is carried out to determine the performance of the techniques
proposed.
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1 Introduction

Online social networks come into prominence with the fast growth of their number of mem-
bers and frequency of usage. This fundamental change in communication of individuals raised
the importance of so called "word-of-mouth”, where individuals trust and act according to the
recommendations of their friends instead of the advertisements they see [1]. The information
spread in online social networks is very similar to those on other social netwoks, hence infor-
mation, ideas or trust can be transferred among the members [2]. It is of great importance to
understand the mechanisms that govern the spreading process, which is called as network dif-
fusion or cascade by researchers [3]. This spreading processes are usually triggered by some
special individuals known as influentials” who can easily affect the decisions of people around
them. Their influence spreads like a virus, affects everyone in their reach and through friends
of friends they can influence individuals beyond their reach [4].

The problem of identifying the most influential individuals on an online social network (as
well as social networks in general), so that the number of influenced people is maximized is
called the “Influential Selection Problem (ISP)”. Domingos and Richardson [5, 6] are the first
reseachers on this field by studying the calculation of the network value of the individuals
as an algorithmic problem. Kempe et al. [7] use the term “Influence Maximization” for the
same concept and apply popular mathematical diffusion models to formulate it as a discrete
optimization problem. They show ISP is NP-hard and a greedy approach can provide good
approximations due to the fact that the influence spread function under the proposed diffusion
models is monotone and submodular.

Although the greedy algorithm is easy to apply and successful in identifying the influentials
within a network, the stochastic nature of the problem brings out excessive computational bur-
den as the network size increases. The objective function of the influential selection problem,
which is the expected number of influenced nodes in the network can not be calculated exactly,
but estimated through Monte Carlo simulations. Online social networks usually consist of mil-
lions of members (nodes) and connections (edges), causing a scalability issue while estimating
the influence measure. Upon this fact, many researchers propose new methods and improve-
ments on the greedy algorithm to solve the scalability and performance issue. Leskovec et al.
[8] develop a cost-effective lazy forward algorithm which prevents the calculation of influence
function for all nodes. Chen et al. propose degree discount heuristics [9] which is much faster
than the greedy algorithm. Following that they develop a maximum arborescence model to ef-
ficiently solve the influential selection problem for large scale social networks [10]. Sheldon et
al. [11] and Kumar et al. [12] work on the underlying discrete stochastic optimizaiton prob-
lem. In the former study, a sample average approximation technique is applied, whereas in the
latter a Lagrangean Relaxation scheme is proposed to tackle the problem. Xu et al. [13] use
semi-definite programming techniques to determine the group of influentials, contrary to the
previous reserachers who identify them one by one. Finally Kim et al., propose a scalable and
parallelizable approximation algorithm called Independent Path Algorithm (IPA) and claim that
IPA outperforms all the previous methods in terms of computation speed [14].

Most of the new research focuses improving the scalability and solution time performance
of the influential selection problem. In this study, the solution quality is the primary focus.
The influential selection problem is proven to be NP-hard [7]. Even calculating the objective
function is shown to be #P-hard [10]. Thus, improving the solution quality is a challenging
issue. Given a feasible solution found by any of the available methods in the literature, our aim
is to improve the solution quality. It is recently shown by Zhang et al. [15] that social networks



Evren Giiney, Irem Diizdar, Volkan Cakir, Abdullah Ozdemir, Ozge Sahin

display a community structure. There are many small-sized communities in social networks
which are connected to each other through a few number of common individuals. Building upon
this observation, a neighbourhood search within the communities to identify better influentials
is a viable approach. For this purpose, we applied a popular local search heuristic, variable
neighbourhood search (VNS) metaheuristic, on the influence maximization problem.

The rest of the paper is organized as follows. In the next section, we further detail the
influential selection problem (ISP) and the information diffusion processes. In Section 3, we
explain our solution approach and analyze the details of VNS heuristic In Section 4, we report
experimental results. Finally, the last section concludes the paper.

2 Influential Selection Problem

The ISP is formulated on a directed and weighted network G = (V, £, W). Here V the set
of nodes, which are the individuals or members of the social network with a size of |V|=V.
& represents the set of edges or arcs in the social network that corresponds to any kind of a
connection scheme in the online social network, i.e. being friends, followers, common-link
sharers. Finally, JV represents the weight set, i.e. each link (u,v) € & from node u to v has
a corresponding weight w,,, € V. These weights show the level of influence of individual u
on v. The number of edges in the network is |£|=|WW|=E. The undirected network version of
the same problem can be considered as well. For instance two individuals being friends can
be represented as a single edge (u, v) in an undirected network, where as it requires two edges
(u,v) and (v,u) to represent the friendship relation in a directed network. The edge weights
can be equal if the influence relation is assumed to be symmetric or they can be unequal when
this relation is unsymmetric, which is a more realistic scenario.

2.1 Diffusion Models

Information diffusion or propogation mechanisms are well-studied topics under the sociol-
ogy discipline and two general models are generally accepted in the analysis of online social
networks. The first model is the linear threshold model and states that a node will be influenced
if the fraction of its influenced neighbours are larger than a certain threshold [16]. In other
words, a node v is influenced by each neighbour u by a weight w,,,, such that those weights sat-
isfy > ¢ Ny W < 1. The linear threshold model initialy determines a threshold 6, for every
node uniformly at random from the interval [0, 1]. 6, is a node specific property and shows how
easily a node can be influenced by its neighbours. Given a random choice of thresholds and
an initial set of active nodes V,, the diffusion process runs deterministically in discrete steps.
These steps may represent a small time interval such as taking an action in social media after
seeing a friend’s action. In step ¢ all nodes that are active in step ¢ — 1 remain active, and any
node v for which the total weight of its active nieghbours is at least #, are also activated; i.e.
Zue N (w)Waw > 0,. This process continues until no more nodes can be activated.

The second diffusion model considered is the independent cascade model [17], where a node
u that is influenced or activated in step ¢ has only one chance to influence any neighbour v
successfully with a probability w,,. These probabilities are independent of each other and if
node u is unsuccessful, it has no chance to influence node v any more. When a node u activates
its neighbour v in step ¢, then in step ¢ + 1 node v tries to activate all of its inactive neighbours.
The process again starts with an initial active set of nodes V, and runs until no more activations
are possible.

There are many different variants of these diffusion models available in the literature, each
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one representing a different real life phenomenon, but in both diffusion models there are certain
common basics. Firstly, a node u is said to be active or influenced if it does the action of interest
or accepts the idea that is shared to it. Whenever a node is active, it can not deactivate and stays
as an active node all through the process. Secondly, when a node becomes active, it tries to
influence all of its neighbours without any discrimination.

2.2 Mathematical Models

For both diffusion models the influence of a set of nodes V is the expected number of active
nodes at the end of the process and is shown by (V). The influence maximization problem
tries to identify the initial active set V,, such that when diffusion process starts with this initial
active nodes, the expected influence o(V,) is maximized. There are different versions of the
problem, where the initial active set may have a fixed size k; or there may be a fixed budget B
and a cost ¢, associated with initially activating a node v. In this study, the fixed size version of
the problem is considered and the mathematical formulation of the ISP is as follows.

ISP:
max z = o(V,) (1)
st |Va| =k )
Vo€V 3)

In ISP, the objective function (1) maximizes the expected influence. The first constraint (2)
sets the number of initially activated influentials to k£ and the last set of constraints (3) dictates
the initial set of influentials to be a subset of the set of nodes V.

Kempe et al.[7] prove that ISP is NP-hard, thus itis gruelling to find the optimal solution for
large problems within a reasonable duration. Even calculating the objective function o(V,) by
itself is a very complicated. Chen et al. [10] show that calculating the objective function can be
reduced to the s-t connectivity problem and it is known that this problem is #P-hard. Roughly
speaking, if NP-hardness is about the complexity of finding an optimal solution to the problem,
then #P-hardness is about counting all possible solutions to the problem and it is considered to
be as hard as or even harder than the former [18].

3 Methods to Solve ISP

The difficulty of exact calculation of o(},), the influence of an initial active set, and the
condition that ISP is NP-hard, so no polynomial time algorithm is available for solving them,
forces the researchers to develop alternative methods. Kempe et al. show that the influence func-
tion o()/,) is submodular and monotone when the underlying diffusion mechanisms are linear
threshold and independent cascade. Thus the natural greedy heuristic developed by Cournejols
et al. [19] has an approximation guarantee of (1 — 1/¢) of the optimum solution, where € is the
base of natural logarithm. Kempe et al. use Monte Carlo simulation to determine the expected
value of the influence function, which generates an apporximation arbitrarily close to the limit
of the greedy heuristic, i.e., (1 — 1/e — ¢).

The greedy heuristic basically determines one node v at each step, which maximizes the
expected influence if node v is added to the set of active nodes V,. The algorithms complexity
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is in the order of O(kV AR), where V' and A are the size of the node and arc sets as defined
previously. £ is the size of the initial active set and R is the number of runs of the Monte Carlo
simulations to obtain a good estimate of the expected influence of the initial active set. It is
reported in [8, 10] that for large networks the greedy algorithm’s running time performance
is poor. Hence, many researchers developed new methods or improvements on the greedy
algorithm to improve the running time performance.

In this study, without ignoring the importance of solution time performance, we aim to im-
prove the solution quality. Although greedy algorithm guarantees a solution within 63% of the
optimum solution, there can still be a huge gap between the greedy solution and the optimum.
Recent researchs show that many complex networks, especially social networks display a com-
munity structure [15]. In other words, there exists small sub-networks within the larger network
that a group of nodes are connected to each other very densely and the number of connections
to the nodes that are outside of this sub-group of nodes is comparibly small in size. Due to
its simplicty, the greedy approach can not identify this structure of the network. Hence apply-
ing a neighbourhood search to identify better influentials within the communities is a viable
approach. To benefit from this fact, we applied variable neighbourhood search (VNS) meta-
heuristic, which is one of the most well-known local search heuristics [20] on the influential
selection problem.

3.1 Variable Neighbourhood Search on Influential Selection

Variable neighbourhood search (VNS) is a popular technique to solve combinatorial opti-
mization problems. The basic idea of VNS is a systematic change of neighbourhood within a
local search. In our case, we use VNS to obtain such initial active nodes that, we improve the
solution quality of IMP.

The basic steps of VNS is described in Algorithm 1.

Algorithm-1 VNS Algorithm
1. Initialize. Select neighbourhood structures Ny, for
k =1, ..., knax, find an initial solution z;
2. Repeat the following until stopping condition is met:
2.1. Setk = 1;
2.2. Repeat the following steps until & = kp.y;
2.2.1. Shaking: Generate a point 2’ at random
from the k' neighbourhood of
2.2.2. Local Search: Apply some local search
method with 2’ as initial solution, denote
with z” the local optimum
2.2.3. Move Or Not: If this local optimum is
better than the incumbent, move there
and continue the search with /V;,
otherwise set k := k + 1;

In our case, every VNS solution is a set of active nodes and the local optimum is the active
nodes set to initialize the diffusion process with the maximum expected influence.
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3.1.1 Initial Solution

We apply two initial solution strategies to start the neighbourhood search algorithm. Our first
strategy is to apply the greedy heuristic to obtain a good initial solution. Our second strategy is
just choosing the initial active nodes randomly until there are % initial nodes.

3.1.2 Determining a Local Minimum

VNS starts with an initial set of active nodes and at each step of VNS, we move to another
feasible active nodes set. We make a local search around this new set and if we find a better
solution, we update our active nodes set. To determine the local maximum we need to calculate
the objective function of the corresponding problem for each feasible set. Hence, for each set
we run Monte Carlo simulation runs to determine the influence function o(V,).

3.1.3 Neighbourhood Structure of VNS

At each step of VNS algorithm, we create candidate neighbourhood sets by using certain
moves. Our moves are SWAP to keep the solution feasible, i.e. there are % influentials. The
neighbourhood size parameter N, = 1, 2, so in each move one or two nodes are swapped, added
or dropped.

In the SWAP move we randomly drop one or two nodes and then add one or two new ones so
that the total number of selected nodes is unchanged. The number of neighbours generated by
each of these three moves is a parameter, which we call r. In our experiments we set r = 3, so
that a total of three neighbours are created at each step. The stopping condition is the repetition
of the main step 30 times without any improvement in the best solution.

4 Experimental Results

In this section, we report the solution quality and CPU time of our heuristic methods. We
compare our heuristic results with the solutions generated by the greedy method and by the two
popular centrality methods: degree-centrality and betweenness centrality. The solution found
by our method is shown as zy ng. Also zg, 2p and zp are defined as the best objective values of
the greedy method, degree centrality method and betweenness centrality method, respectively.
We also compare the average CPU times of these four methods. We test different scenarios
for the VNS algorithm with a combination of two types of influence diffusion models : linear
threshold and independent cascade and two types of initial active set strategies: random and
greedy. Thus, in total there are four different scenarios to be experimented.

Our testbed consists of the available data from arXiv, which is the same source used in the
experimental study of [7, 10]. In this data set each node is an author and the arcs show the
co-authorship relation. There are a total of 37,154 nodes and 231,584 arcs. All experiments
are carried out on Dell PowerEdge 2400 with two 64-bit, 2.66-GHz Xeon 5355 Quad Core
processors and 28GB SDRam memory, operating within Windows 2008 Server environment.

In the independent cascade model the propogation probability is assumed to p = 0.01. For
the Monte Carlo Simulations the sampling size R = 20, 000. The size of the initial active node
set ranges from k£ = 1 to k = 50.

The results for four scenarios are displayed in Figure 1-4. Observe that, when the initializa-
tion method is greedy VNS heuristic outperforms all the other three methods, however when
a random initializaiton is applied the solution quality worsens. In the first case, the average
performance improvement in the solution quality is 4.9 % over the greedy method.
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Figure 1: Influence Spread of different algorithms (IC, greedy initialization)
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Figure 2: Influence Spread of different algorithms (IC, random initialization)
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Figure 3: Influence Spread of different algorithms (LT, greedy initialization)
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Figure 4: Influence Spread of different algorithms (LT, random initialization)
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Figure 5: Comparison of average running time of different algorithms

Our experiments corrseponding to the other scenarios are continuing and will be added to the
camera-ready version of this paper. We also compared the CPU performances of our heuristic
method with other three methods. Since the degree heuristics are very simple they have the
smallest computational durations. Our method is slower than the others due to extra compu-
tations, which is expected. As the network size increases the percent difference in terms of
duration between our method and the greedy method diminishes. The results are displayed in
Figure 5.

5 Conclusions

In this work, the influential selection problem on complex social networks is considered.
We proposed a Variable Neighbourhood Search heuristic to improve the solution quality, which
has been neglected by researchers until now. We tested two popular diffusion models, which
are the linear threshold method and the independent cascade method. Experimental results
indicate that VNS algorithm using the greedy method in the initialization phase can improve
the solution quality with extra computational burden. As a direction for the future study more
efficient greedy methods available in the literature can be incorporated to the solution scheme.
Also different versions of the diffusion methods can be experimented. Finally, some other
metaheuristics can be applied to improve the solution performance.
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